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#### Abstract

This paper studies the consensus of second-order continuous-time multi-agent systems with quantized interaction. For static consensus, a hybrid impulsive protocol is proposed using the quantized relative position information. We prove that for any quantizer accuracy, the multi-agent systems can reach consensus if impulsive intervals are less than a given value. For dynamical consensus, an impulsive protocol is presented using both the quantized relative position and velocity information. It is shown that for any given impulsive interval, the multi-agent system can achieve consensus by selecting appropriate control gains and sufficiently small quantizer accuracy. The simulation results are given to verify the effectiveness of the theoretical results.
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## 1. Introduction

Recently, considerable attention has been paid to multi-agent systems (MASs) and lots of work has been done, such as consensus, containment control, controllability, optimization, fault detection, oscillator synchronization problem. Consensus is a fundamental and important problem in distributed coordination control and has been widely studied due to its wide applications in many fields, such as distributed estimation, distributed time synchronization, etc [1-7]. In practice, as digital networks are widely used, we have to consider some network-induced problems, such as time-delay [2,8], packet loss [9], quantization [10,11]. Early works on quantized consensus mainly focuses on discrete-time (DT) MASs. The notion of quantized was introduced in [12]. Using encoding-decoding scheme, quantized consensus problem was studied for DT MASs under undirected graph in $[10,13$ ] and directed graph in [14]. In [15], the leader-following consensus based on encoding-decoding is investigated in directed graph. Recently, increasing attention has also been focus on the quantized consensus of continuous-time

[^0](CT) MASs. Because of the discontinuity of the quantized signals, the tools from nonsmooth analysis were often used for consensus analysis of CT MASs. Consensus with relative quantized state measurements were studied for first-order MASs under static topology in [16] and time-varying topology in [17]. Using incidence matrix, consensus with quantized relative state measurements was studied for MASs with first-order dynamics in $[18,19]$ and secondorder dynamics in [19]. By constructing a novel Lyapunov function, [20] improved the results in [18] for second-order MASs and proved that the consensus can been achieved for any quantizer accuracy under undirected and connected communication topology. In [21], the authors dealt with consensus problem for passive systems in the presence of quantized relative state measurements. Consensus of MASs with general linear dynamics under quantized relative states measurements was investigated in [22]. In [23], quantized consensus of heterogeneous MASs was investigated.

In practice, impulsive control strategy has many advantages, such as simple structure, small control cost, etc. There has been many works devoted to studying impulsive consensus problems. In [24], the author used a novel impulsive control method for MASs to reach consensus and the performance of the closed-loop system was improved. Impulsive consensus protocols were proposed for MASs with second-order dynamics using velocity information in [25] and without using any velocity information in [26,27]. In [28], the authors showed that by synthesizing the coupling weights and the average impulsive intermittence, MASs can achieve guaranteed performance.

In [18-23], the authors proved that the MASs can reach consensus asymptotically with the CT consensus protocol and quantized information. However, the Zeno behavior, i.e., the transmission times of quantized information accumulate in finite time, which is resulted from logarithmic quantized interactions between agents was not discussed in these papers. Motivated by impulsive control strategy, in this paper, we exclude the occurrence of Zeno behavior via impulsive control, which only need the quantized relative state information of agents at impulsive instance. First, a hybrid impulsive protocol is proposed for static consensus. By using stability theory of impulsive systems and properties of the Laplacian matrix, we prove that for any quantizer accuracy, the MASs can reach static consensus if impulsive intervals are less that a given value. Second, an impulsive protocol is presented and a sufficient condition is given to guarantee the achievement of dynamic consensus. Third, an intermittent consensus protocol is also proposed to avoid the abrupt change of states in impulsive protocol. Finally, the simulation results are given to verify the effectiveness of the theoretical results.

Notation: Let $R^{n}$ be the set of $n$-dimensional real vectors and $N$ be the set of nonnegative integers. $A^{T}$ denotes the transpose of matrix $A .|\cdot|$ stands for the absolute value of a real number. $0_{n}$ is an $n \times 1$ column zero vector, $I_{n}$ is an $n \times n$ identity matrix, $\operatorname{diag}\left\{a_{1}, \ldots, a_{n}\right\}$ is a diagonal matrix, $\mathcal{I}_{n}=\{1,2, \ldots, n\}$. If the eigenvalues of a matrix $A \in R^{n \times n}$ are real, they are ordered $\lambda_{1}(A) \leq$ $\lambda_{2}(A) \leq \cdots \leq \lambda_{n}(A)$ in this paper.

## 2. Preliminaries

### 2.1. Graph theory

Let $\mathcal{G}(\mathcal{A})=(\mathcal{V}, \mathcal{E}, \mathcal{A})$ be a weighted undirected graph, where $\mathcal{V}=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ is a vertex set, $\mathcal{E}=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\} \subseteq \mathcal{V} \times \mathcal{V}$ is an edge set, and $\mathcal{A}=\left(a_{i j}\right)_{n \times n}$ is an adjacency matrix with $a_{i j}>0$ if $\left(s_{j}, s_{i}\right) \in \mathcal{E}$ and $a_{i j}=0$ otherwise. We assume $a_{i i}=$ 0 . The graph $\mathcal{G}$ is called connected if for any two distinct vertices $s_{i}$ and $s_{j}$, there exists a sequence of distinct edges $\left(s_{i}, s_{k_{1}}\right),\left(s_{k_{1}}, s_{k_{2}}\right), \ldots,\left(s_{k_{h-1}}, s_{j}\right)$ between them. Define $D=$ $\operatorname{diag}\left\{d_{1}, d_{2}, \ldots, d_{n}\right\}$ with $d_{i}=\sum_{j=1, j \neq i}^{n} a_{i j}$ and the Laplacian matrix $L=D-\mathcal{A}$. Orientate each edge in graph $\mathcal{G}$ arbitrarily to make it have a head and tail. The incidence matrix $B=\left(b_{i j}\right)_{n \times m}$ is defined as $b_{i j}=1$, if $s_{i}$ is the head of $e_{j}, b_{i j}=-1$, if $s_{i}$ is the tail of $e_{j}$, and $b_{i j}=0$, otherwise. Let $W=\operatorname{diag}\left\{w_{1}, \ldots, w_{m}\right\}$, where $w_{i}$ denotes the weight of $e_{i}$. Then, $L=B W B^{T}$.

### 2.2. Quantizer

Define the set of quantization levels as
$U=\left\{ \pm u_{i}, u_{i}=\left(\frac{1-\delta}{1+\delta}\right)^{i} u_{0}, i= \pm 1, \pm 2, \ldots\right\} \cup\left\{ \pm u_{0}\right\} \cup\{0\}$,
where $u_{0}>0$ and accuracy parameter $0<\delta<1$.
A logarithmic quantizer $q: R \rightarrow R$ is a map defined as [29]:
$q(a)= \begin{cases}u_{i} & \text { if } \frac{1}{1+\delta} u_{i}<a \leq \frac{1}{1-\delta} u_{i}, a>0, \\ 0 & \text { if } a=0, \\ -q(-a) & \text { if } a<0 .\end{cases}$
From the definition, it can be easily derive that $|a-q(a)| \leq$ $\delta|a|, \forall a \in R$. For a vector $x=\left[x_{1}, \ldots, x_{d}\right]^{T} \in R^{d}$, define $q(x)=$ $\left[q\left(x_{1}\right), \ldots, q\left(x_{d}\right)\right]^{T}$.

## 3. Main results

Consider a MAS which consists of $n$ second-order agents as
$\dot{x}_{i}(t)=v_{i}(t), \quad \dot{v}_{i}(t)=u_{i}(t)$,
where $x_{i} \in R, v_{i} \in R$ are the $i$ th agent's position and velocity, $i \in \mathcal{I}_{n}$.
Definition 1. Consensus in the MAS (1) is said to be achieved if the states of agents satisfy
$\lim _{t \rightarrow+\infty}\left|x_{i}(t)-x_{j}(t)\right|=0, \quad \lim _{t \rightarrow+\infty}\left|v_{i}(t)-v_{j}(t)\right|=0, \quad \forall i, j \in \mathcal{I}_{n}$.

### 3.1. Static consensus

When logarithmic quantizers are used, we adopt the following hybrid impulsive protocol:
$u_{i}(t)=-\alpha v_{i}(t)+k \sum_{l=0}^{\infty}\left[\sum_{j=1}^{n} a_{i j} q\left(x_{j}(t)-x_{i}(t)\right)\right] \delta\left(t-t_{l}\right)$,
where the control gains $\alpha>0, k>0, \delta(\cdot)$ is the Dirac function. Impulsive instants satisfy $0=t_{0}<t_{1}<\cdots<t_{l}<\cdots, \lim _{l \rightarrow+\infty} t_{l}=$ $+\infty$. We define $\tau>0$ such that the sampling period $h_{l}=t_{l+1}-t_{l}>$ $\tau$.

Lemma 1 [30]. If $G$, $H$ are Hermitian matrices and $1 \leq i_{1}<i_{2}<\cdots$ $<i_{k} \leq n$, then
$\sum_{t=1}^{k} \lambda_{i_{t}}(G+H) \geq \sum_{t=1}^{k} \lambda_{i_{t}}(G)+\sum_{t=1}^{k} \lambda_{t}(H)$.
Lemma 2. Let $L_{1}=B W_{1} B^{T}$ and $L_{2}=B W_{2} B^{T}$, where $B \in R^{n \times m}$ is an incidence matrix of graph $\mathcal{G}, W_{1}, W_{2} \in R^{m \times m}$ are nonnegative diagonal matrices. Then $\lambda_{i}\left(L_{1}+L_{2}\right) \geq \lambda_{i}\left(L_{1}\right), i \in \mathcal{I}_{n}$.
Proof. From Lemma 1 , we have $\lambda_{i}\left(L_{1}+L_{2}\right) \geq \lambda_{i}\left(L_{1}\right)+\lambda_{1}\left(L_{2}\right)$. From $\lambda_{1}\left(L_{2}\right)=0$, we get $\lambda_{i}\left(L_{1}+L_{2}\right) \geq \lambda_{i}\left(L_{1}\right)$.
Theorem 1. Suppose that the communication graph $\mathcal{G}$ is connected. System (1) achieves consensus under protocol (2) if $k(1+\delta) \lambda_{n}(L)<$ $\alpha$ and $h_{l}<\frac{2}{\alpha} \ln \frac{\alpha+(1-\delta) k \lambda_{2}(L)}{\alpha-(1-\delta) k \lambda_{2}(L)}$.
Proof. Let $\bar{x}(t)=\frac{1}{n} \sum_{j=1}^{n} x_{j}(t), \bar{v}(t)=\frac{1}{n} \sum_{j=1}^{n} v_{j}(t), \tilde{x}_{i}(t)=x_{i}(t)-$ $\bar{x}(t), \quad \tilde{v}_{i}(t)=v_{i}(t)-\bar{v}(t)$. System (1) with protocol (2) can be rewritten as

$$
\left\{\begin{array}{l}
\dot{\tilde{x}}_{i}(t)=\tilde{v}_{i}(t),  \tag{3}\\
\dot{v}_{i}(t)=-\alpha \tilde{v}_{i}(t), \\
\Delta \tilde{v}_{i}\left(t_{l}\right)=k \sum_{j=1}^{n} a_{i j} q\left(x_{j}\left(t_{l}\right)-x_{i}\left(t_{l}\right)\right),
\end{array} \quad t \neq t_{l},\right.
$$

where $\Delta \tilde{v}_{i}\left(t_{l}\right)=\Delta \tilde{v}_{i}\left(t_{l}^{+}\right)-\Delta \tilde{v}_{i}\left(t_{l}\right)$.
Define $\quad x(t)=\left[x_{1}(t), \ldots, x_{n}(t)\right]^{T}, v(t)=\left[v_{1}(t), \ldots, v_{n}(t)\right]^{T}, \hat{x}(t)$ $=B^{T} x(t), \hat{v}(t)=B^{T} v(t), \tilde{x}(t)=x(t)-1_{n} \bar{x}(t), \tilde{v}(t)=v(t)-1_{n} \bar{v}(t)$ and $\quad q(x(t))-x(t)=\Lambda(t) x(t), \quad$ where $\quad \Lambda(t)=\operatorname{diag}\left\{\varepsilon_{1}(t), \ldots\right.$, $\left.\varepsilon_{m}(t)\right\}$ and $\varepsilon_{i}(t) \in[-\delta,+\delta], i \in \mathcal{I}_{m}$. Then, we have

$$
\begin{aligned}
\Delta \tilde{v}\left(t_{l}\right) & =-k B W q\left(\hat{x}\left(t_{l}\right)\right) \\
& =-k B W\left(I+\Lambda\left(t_{l}\right)\right) \hat{x}\left(t_{l}\right) \\
& =-k B W\left(I+\Lambda\left(t_{l}\right)\right) B^{T} x\left(t_{l}\right) \\
& =-k B W\left(I+\Lambda\left(t_{l}\right)\right) B^{T} \tilde{x}\left(t_{l}\right),
\end{aligned}
$$

where the final equality is due to the fact that $B^{T} 1_{n}=0$.
The aggregate dynamics of system (3) is represented by
$\left\{\begin{array}{l}\dot{\tilde{x}}(t)=\tilde{v}(t), \\ \dot{\tilde{v}}(t)=-\alpha \tilde{v}(t), \\ \Delta \tilde{v}\left(t_{l}\right)=-k L\left(t_{l}\right) \tilde{x}\left(t_{l}\right),\end{array} \quad t \neq t_{l}\right.$,
where $L\left(t_{l}\right)=B W\left(I+\Lambda\left(t_{l}\right)\right) B^{T}$.

Let $y(t)=\left(\tilde{x}^{T}(t), \tilde{v}^{T}(t)\right)^{T}$. According to (4), we have for $\forall t \in$ $\left(t_{l}, t_{l+1}\right]$

$$
\begin{align*}
y(t)= & \left(\begin{array}{ll}
I_{n} & \frac{1-e^{-\alpha\left(t-t_{l}\right)}}{\alpha} I_{n} \\
0 & e^{-\alpha\left(t-t_{l}\right)} I_{n}
\end{array}\right)\left(\begin{array}{ll}
I_{n} & 0 \\
-k L\left(t_{l}\right) & I_{n}
\end{array}\right) \\
& \times \prod_{s=0}^{l-1}\left(\left(\begin{array}{ll}
I_{n} & \frac{1-e^{-\alpha\left(t_{s+1}-t_{s}\right)}}{\alpha} I_{n} \\
0 & e^{-\alpha\left(t_{s+1}-t_{s}\right)} I_{n}
\end{array}\right)\left(\begin{array}{ll}
I_{n} & 0 \\
-k L\left(t_{s}\right) & I_{n}
\end{array}\right)\right) y\left(t_{0}\right) \\
= & \Phi\left(t, t_{l}\right) \prod_{s=0}^{l-1} \Phi\left(t_{s+1}, t_{s}\right) y\left(t_{0}\right), \tag{5}
\end{align*}
$$

where

$$
\Phi\left(t_{s+1}, t_{s}\right)=\left(\begin{array}{ll}
I_{n}-\frac{1-e^{-\alpha\left(t_{s+1}-t_{s}\right)}}{\alpha} k L\left(t_{s}\right) & \frac{1-e^{-\alpha\left(t_{s+1}-t_{s}\right)}}{\alpha} I_{n} \\
-e^{-\alpha\left(t_{s+1}-t_{s}\right)} k L\left(t_{s}\right) & e^{-\alpha\left(t_{s+1}-t_{s}\right)} I_{n}
\end{array}\right) .
$$

Inspired by the proof of [27], we note that $y(t)=$ $\left(I_{2} \otimes Q\right)\left(x^{T}(t), v^{T}(t)\right)^{T}$, where $\quad Q=I_{n}-\frac{1}{n} 1_{n} 1_{n}^{T} . \quad$ From $\quad Q^{2}=Q$ and $\Phi\left(t_{s+1}, t_{s}\right)\left(I_{2} \otimes Q\right)=\left(I_{2} \otimes Q\right) \Phi\left(t_{s+1}, t_{s}\right)$, an equivalent solution of (5) is

$$
\begin{align*}
y(t) & =\Phi\left(t, t_{l}\right) \prod_{s=0}^{l-1} \Phi\left(t_{s+1}, t_{s}\right)\left(I_{2} \otimes Q\right)\left(x^{T}\left(t_{0}\right), v^{T}\left(t_{0}\right)\right)^{T} \\
& =\Phi\left(t, t_{l}\right) \prod_{s=0}^{l-1}\left(\Phi\left(t_{s+1}, t_{s}\right)\left(I_{2} \otimes Q\right)\right) y\left(t_{0}\right) \\
& =\Phi\left(t, t_{l}\right) \prod_{s=0}^{l-1} H_{s} y\left(t_{0}\right), \tag{6}
\end{align*}
$$

where

$$
H_{s}=\left(\begin{array}{ll}
Q-\frac{1-e^{-\alpha h_{s}}}{\alpha} & k L\left(t_{s}\right) \\
-e^{-\alpha h_{s}} k L\left(t_{s}\right) & \frac{1-e^{-\alpha h_{s}}}{\alpha} Q \\
e^{-\alpha h_{s}} Q
\end{array}\right) .
$$

Since the communication graph is undirected, the matrix $L\left(t_{s}\right)$ is a real symmetric matrix and there exists an orthogonal matrix $U\left(t_{s}\right) \in R^{n \times n}$ such that $U^{T}\left(t_{s}\right) L\left(t_{s}\right) U\left(t_{s}\right)=\operatorname{diag}\left(0, \Delta\left(t_{s}\right)\right)$, where $\Delta\left(t_{s}\right)=\operatorname{diag}\left(\lambda_{2}\left(L\left(t_{s}\right)\right), \lambda_{3}\left(L\left(t_{s}\right)\right), \ldots, \lambda_{n}\left(L\left(t_{s}\right)\right)\right)$. To calculate the eigenvalues of $H_{s}$, we solve the following equation:

$$
\begin{aligned}
& \operatorname{det}\left(\lambda I_{2 n}-H_{s}\right)=\operatorname{det}\left(\lambda I_{2 n}-\left(I_{2} \otimes U^{T}\left(t_{s}\right)\right) H_{s}\left(I_{2} \otimes U\left(t_{s}\right)\right)\right) \\
& =\lambda^{2} \operatorname{det}\left(\begin{array}{cc}
(\lambda-1) I_{n-1}+\frac{1-e^{-\alpha h_{s}}}{\alpha} k \Delta\left(t_{s}\right) & -\frac{1-e^{-\alpha h_{s}}}{\alpha} I_{n-1} \\
e^{-\alpha h_{s}} k \Delta\left(t_{s}\right) & \left(\lambda-e^{-\alpha h_{s}}\right) I_{n-1}
\end{array}\right) \\
& =\lambda^{2} \prod_{i=2}^{n}\left(\lambda^{2}-\left(1+e^{-\alpha h_{s}}-\frac{1-e^{-\alpha h_{s}}}{\alpha} k \lambda_{i}\left(L\left(t_{s}\right)\right) \lambda+e^{-\alpha h_{s}}\right)\right. \\
& =0 .
\end{aligned}
$$

Hence, the eigenvalues of $H_{s}$ are $\lambda_{ \pm}^{1}\left(H_{s}\right)=0$ and $\lambda_{ \pm}^{i}\left(H_{s}\right)=\frac{P_{s}^{i}}{2} \pm$ $\frac{1}{2} \sqrt{\left(P_{s}^{i}\right)^{2}-4 e^{-\alpha h_{s}}}$, where $P_{s}^{i}=1+e^{-\alpha h_{s}}-\frac{1-e^{-\alpha h_{s}}}{\alpha} k \lambda_{i}\left(L\left(t_{s}\right)\right), i=$ $2,3, \ldots, n$. Note $L\left(t_{s}\right)=B W\left(I+\Lambda\left(t_{s}\right)\right) B^{T}$. From Lemma 2, one obtains that $\max \lambda_{i}\left(L\left(t_{s}\right)\right)=\max \lambda_{n}\left(L\left(t_{s}\right)\right)=\lambda_{n}\left((1+\delta) B W B^{T}\right)=$ $(1+\delta) \lambda_{n}(L)$ and $\min \lambda_{2}\left(L\left(t_{s}\right)\right)=\lambda_{2}\left((1-\delta) B W B^{T}\right)=(1-\delta) \lambda_{2}(L)$. Hence, from the condition $k(1+\delta) \lambda_{n}(L)<\alpha$, we have $k \lambda_{i}\left(L\left(t_{s}\right)\right)$ $<\alpha$, that is $\frac{k \lambda_{i}\left(L\left(t_{s}\right)\right)}{\alpha}<1<\frac{1+e^{-\frac{\alpha}{2} h_{s}}}{1-e^{-\frac{\alpha}{2}} h_{s}}$. The condition $h_{s}<\frac{2}{\alpha} \ln \frac{\alpha+(1-\delta) k \lambda_{2}(L)}{\alpha-(1-\delta) k \lambda_{2}(L)}$ implies that $h_{s}<\frac{2}{\alpha} \ln \frac{\alpha+k \lambda_{i}\left(L\left(t t_{s}\right)\right)}{\alpha-k \lambda_{i}(L(t s))}$, that is $\frac{1-e^{-\frac{\alpha}{2} h_{s}}}{1+e^{-\frac{\alpha}{2} h_{s}}}<\frac{k \lambda_{i}\left(L\left(t t_{s}\right)\right)}{\alpha}$. Since $\frac{1-e^{-\frac{\alpha}{2} h_{s}}}{1+e^{-\frac{\alpha}{2} h_{s}}}$ $<\frac{k \lambda_{i}\left(L\left(t_{s}\right)\right)}{\alpha}<\frac{1+e^{-\frac{\alpha}{2} h_{s}}}{1-e^{-\frac{\alpha}{2} h_{s}}}$, then $\left(P_{s}^{i}\right)^{2}-4 e^{-\alpha h_{s}}=\left(1-e^{-\alpha h_{s}}\right)^{2}\left(\frac{k \lambda_{i}\left(L\left(t_{s}\right)\right)}{\alpha}\right)^{2}-2\left(1-e^{-\alpha h_{s}}\right)(1+$ $\left.e^{-\alpha h_{s}}\right) \frac{k \lambda_{i}\left(L\left(t_{s}\right)\right)}{\alpha}+\left(1-e^{-\alpha h_{s}}\right)^{2}<0$. Thus, $\left|\lambda_{ \pm}^{i}\left(H_{s}\right)\right|=\sqrt{e^{-\alpha h_{s}}} \leq \sqrt{e^{-\alpha \tau}} \triangleq \rho_{0}<1, i=2,3, \ldots, n$. Therefore, $\rho\left(H_{s}\right) \leq \rho_{0}$. Since for $\forall \xi>0$, there must exist a matrix norm $\|\cdot\|$, such that $\left\|H_{s}\right\| \leq \rho\left(H_{s}\right)+\xi$. We can
take $\xi$ sufficient small, such that $\left\|H_{s}\right\| \leq \rho_{0}+\xi \triangleq \gamma<1$. Then, $\|y(t)\| \leq\left\|\Phi\left(t, t_{l}\right)\right\| \prod_{s=0}^{l-1}\left\|H_{s}\right\|\left\|y\left(t_{0}\right)\right\| \leq\left\|\Phi\left(t, t_{l}\right)\right\|\left\|y\left(t_{0}\right)\right\| \gamma^{l}$.
Since $\gamma<1$, we have $\lim _{t \rightarrow+\infty}\|y(t)\|=0$, which implies that the consensus is achieved.

We can further calculate the agents' asymptotic states. Since the communication graph is connected, one can check that $\dot{\bar{v}}(t)=-\alpha \bar{v}(t)$. Hence, $\bar{v}(t)=e^{-\alpha\left(t-t_{0}\right)} \bar{v}\left(t_{0}\right)$. Combined with the fact that $\lim _{t \rightarrow+\infty}\left|v_{i}(t)-v_{j}(t)\right|=0$, we have $\lim _{t \rightarrow \infty} v_{i}(t)=$ $0, i \in \mathcal{I}_{n}$. Since $\dot{\bar{x}}(t)=\bar{v}(t)$, then $\bar{x}(t)=\bar{x}\left(t_{0}\right)+\frac{1-e^{-\alpha\left(t-t_{0}\right)}}{\alpha} \bar{v}\left(t_{0}\right)$, it has $\lim _{t \rightarrow \infty} x_{i}(t)=\bar{x}\left(t_{0}\right)+\frac{1}{\alpha} \bar{v}\left(t_{0}\right)$.

### 3.2. Dynamic consensus

In this section, we adopt the following impulsive protocol:

$$
\begin{align*}
u_{i}(t)= & \sum_{l=0}^{\infty}\left[k_{1} \sum_{j=1}^{n} a_{i j} q\left(x_{j}(t)-x_{i}(t)\right)+k_{2} \sum_{j=1}^{n} a_{i j} q\left(v_{j}(t)-v_{i}(t)\right)\right] \\
& \times \delta\left(t-t_{l}\right) . \tag{7}
\end{align*}
$$

Under protocol (7), system (1) can be rewritten as:
$\left\{\begin{array}{l}\dot{x}_{i}(t)=v_{i}\left(t_{l}\right), \\ \dot{v}_{i}(t)=0, \\ \Delta v_{i}\left(t_{l}\right)=k_{1} \sum_{j=1}^{n} a_{i j} q\left(x_{j}\left(t_{l}\right)-x_{i}\left(t_{l}\right)\right) \\ \quad+k_{2} \sum_{j=1}^{n} a_{i j} q\left(v_{j}\left(t_{l}\right)-v_{i}\left(t_{l}\right)\right) .\end{array} t \neq t_{l}\right.$,
Take $t_{l+1}-t_{l} \equiv h>0, l \in N$. System (8) can be represented compactly by
$\binom{x\left(t_{l+1}\right)}{v\left(t_{l+1}\right)}=\left(\begin{array}{ll}I_{n} & h I_{n} \\ 0 & I_{n}\end{array}\right)\binom{x\left(t_{l}\right)}{v\left(t_{l}\right)}-\left(\begin{array}{ll}h k_{1} B W & h k_{2} B W \\ k_{1} B W & k_{2} B W\end{array}\right)\binom{q\left(\hat{x}\left(t_{l}\right)\right)}{q\left(\hat{v}\left(t_{l}\right)\right)}$.

Lemma 3. System (1) achieves consensus under protocol (7) if and only if discrete-time system (9) achieves consensus.

Proof. Sufficiency. Since system (9) achieves consensus, we have $\lim _{l \rightarrow+\infty}\left|x_{i}\left(t_{l}\right)-x_{j}\left(t_{l}\right)\right|=0, \lim _{l \rightarrow+\infty}\left|v_{i}\left(t_{l}\right)-v_{j}\left(t_{l}\right)\right|=0$. For $\forall t$ $>t_{0}, \exists l \in N$, such that $t \in\left(t_{l}, t_{l+1}\right]$. When $t \rightarrow \infty$, it means that $l \rightarrow \infty$ and $t_{l} \rightarrow \infty$. Thus, $\lim _{t \rightarrow+\infty}\left|v_{i}(t)-v_{j}(t)\right|=0, i, j \in \mathcal{I}_{n}$ and $\lim _{t \rightarrow+\infty}\left|\Delta v_{i}\left(t_{l}\right)\right|=0, \forall i \in \mathcal{I}_{n}$. For $\forall i, j \in \mathcal{I}_{n}$, it has

$$
\begin{aligned}
\lim _{t \rightarrow+\infty}\left|x_{i}(t)-x_{j}(t)\right|= & \lim _{t \rightarrow+\infty} \mid x_{i}\left(t_{l}\right)-x_{j}\left(t_{l}\right)+\left(t-t_{l}\right)\left(v_{i}\left(t_{l}\right)-v_{j}\left(t_{l}\right)\right) \\
& +\left(t-t_{l}\right)\left(\Delta v_{i}\left(t_{l}\right)-\Delta v_{j}\left(t_{l}\right)\right) \mid \\
= & 0
\end{aligned}
$$

Necessity. The necessity is obvious and thus is omitted for brevity.

Theorem 2. Suppose that the communication graph $\mathcal{G}$ is connected. System (1) achieves consensus under protocol (7) if $h<\frac{4}{\lambda_{n}(L) k_{1}}-\frac{2 k_{2}}{k_{1}}$ and $\delta<\frac{2}{\lambda_{n}(L)\left(d_{1}+\sqrt{d_{1}^{2}+4 d_{2}}\right)}$, where $d_{1}$ and $d_{2}$ are defined in (13).
Proof. Define the quantization error by
$q\left(\hat{x}\left(t_{l}\right)\right)-\hat{x}\left(t_{l}\right)=\Lambda_{x} \hat{x}\left(t_{l}\right), q\left(\hat{v}\left(t_{l}\right)\right)-\hat{v}\left(t_{l}\right)=\Lambda_{v} \hat{v}\left(t_{l}\right)$,
where $\Lambda_{x}=\operatorname{diag}\left\{\varepsilon_{1}, \ldots, \varepsilon_{m}\right\}, \quad \Lambda_{v}=\operatorname{diag}\left\{\varepsilon_{m+1}, \ldots, \varepsilon_{2 m}\right\}$ and $\varepsilon_{i} \in$ $[-\delta,+\delta], i \in \mathcal{I}_{2 m}$. Then, system (9) is rewritten as

$$
\begin{align*}
\binom{x\left(t_{l+1}\right)}{v\left(t_{l+1}\right)}= & \left(\begin{array}{ll}
I_{n}-h k_{1} L & h I_{n}-h k_{2} L \\
-k_{1} L & I_{n}-k_{2} L
\end{array}\right)\binom{x\left(t_{l}\right)}{v\left(t_{l}\right)}-\left(\begin{array}{ll}
h k_{1} B W & h k_{2} B W \\
k_{1} B W & k_{2} B W
\end{array}\right) \\
& \times\left(\begin{array}{ll}
\Lambda_{x} & 0_{m \times m} \\
0_{m \times m} & \Lambda_{v}
\end{array}\right)\binom{\hat{x}\left(t_{l}\right)}{\hat{v}\left(t_{l}\right)} . \tag{10}
\end{align*}
$$

There exists an orthogonal matrix $U=\left[\frac{1_{n}}{\sqrt{n}}, U_{1}\right] \in R^{n \times n}$, such that $U^{T} L U=\operatorname{diag}(0, \Delta)$, where $\Delta=\operatorname{diag}\left(\lambda_{2}(L), \lambda_{3}(L), \ldots, \lambda_{n}(L)\right)$. Then,
by applying the state transformation $r(t)=U^{T} x(t), p(t)=U^{T} v(t)$ and $y(t)=\left(r^{T}(t), p^{T}(t)\right)^{T}$, the Eq. (10) becomes
$y\left(t_{l+1}\right)=\left(M_{1}+M_{2}\right) y\left(t_{l}\right)$,
where
$M_{1}=\left(\begin{array}{cccc}1 & 0_{n-1}^{T} & h & 0_{n-1}^{T} \\ 0_{n-1} & I_{n-1}-h k_{1} \Delta & 0_{n-1} & h I_{n-1}-h k_{2} \Delta \\ 0 & 0_{n-1}^{T} & 1 & 0_{n-1}^{T} \\ 0_{n-1} & -k_{1} \Delta & 0_{n-1} & I_{n-1}-k_{2} \Delta\end{array}\right)$,
$M_{2}=\left(\begin{array}{cccc}0 & 0_{n-1}^{T} & 0 & 0_{n-1}^{T} \\ 0_{n-1} & h k_{1} U_{1}^{T} B W \Lambda_{\chi} B^{T} U_{1} & 0_{n-1} & h k_{2} U_{1}^{T} B W \Lambda_{v} B^{T} U_{1} \\ 0 & 0_{n-1}^{T} & 0 & 0_{n-1}^{T} \\ 0_{n-1} & k_{1} U_{1}^{T} B W \Lambda_{x} B^{T} U_{1} & 0_{n-1} & k_{2} U_{1}^{T} B W \Lambda_{v} B^{T} U_{1}\end{array}\right)$.
Since the communication graph among agents is connected, we know that $\lim _{l \rightarrow \infty} x_{i}\left(t_{l}\right)=\lim _{l \rightarrow \infty} x_{j}\left(t_{l}\right), \forall i, j \in \mathcal{I}_{n}$ if and only if $\lim _{l \rightarrow \infty} L x\left(t_{l}\right)=0$. From $x(t)=U r(t)$, the latter holds if and only if $\lim _{l \rightarrow \infty} L U r\left(t_{l}\right)=0$. Since $L U=U \operatorname{diag}(0, \Delta)$, $\lim _{l \rightarrow \infty} \operatorname{LUr}\left(t_{l}\right)=0$ holds if and only if $\lim _{l \rightarrow \infty} \operatorname{diag}(0, \Delta) r\left(t_{l}\right)=0$, equivalently $\lim _{l \rightarrow \infty} r_{i}\left(t_{l}\right)=0$ for $i=2,3, \ldots, n$. Similarly, we have $\lim _{l \rightarrow \infty} v_{i}\left(t_{l}\right)=\lim _{l \rightarrow \infty} v_{j}\left(t_{l}\right), \quad \forall i, j \in \mathcal{I}_{n} \quad$ if and only if $\lim _{l \rightarrow \infty} p_{i}\left(t_{l}\right)=0$ for $i=2,3, \ldots, n$. Thus, we obtain that system (10) can achieve consensus if the following system
$y\left(t_{l+1}\right)=\left(M_{3}+E \Lambda F\right) y\left(t_{l}\right) y\left(t_{l}\right)$,
is stable, where

$$
\begin{aligned}
M_{3} & =\left(\begin{array}{cc}
I_{n-1}-h k_{1} \Delta & h I_{n-1}-h k_{2} \Delta \\
-k_{1} \Delta & I_{n-1}-k_{2} \Delta
\end{array}\right), \\
E & =\left(\begin{array}{cc}
h k_{1} & h k_{2} \\
k_{1} & k_{2}
\end{array}\right) \otimes\left(U_{1}^{T} B W^{\frac{1}{2}}\right), \\
\Lambda & =\operatorname{diag}\left(\Lambda_{x}, \Lambda_{y}\right), \quad F=I_{2} \otimes\left(W^{\frac{1}{2}} B^{T} U_{1}\right) .
\end{aligned}
$$

It is easy to get that $\lambda_{\max }\left(E^{T} E\right)=\left(k_{1}^{2}+k_{2}^{2}\right)\left(1+h^{2}\right) \lambda_{n}(L)$, $\lambda_{\max }\left(F^{T} F\right)=\lambda_{n}(L)$. To calculate the eigenvalues of $M_{3}$, we solve the following equation:

$$
\begin{aligned}
\operatorname{det}\left(\lambda I_{2(n-1)}-M_{3}\right) & =\operatorname{det}\left(\begin{array}{cc}
(\lambda-1) I_{n-1}+h k_{1} \Delta & -h I_{n-1}+h k_{2} \Delta \\
k_{1} \Delta & (\lambda-1) I_{n-1}+k_{2} \Delta
\end{array}\right) \\
& =\prod_{i=2}^{n}\left(\lambda^{2}+\left(h k_{1} \lambda_{i}+k_{2} \lambda_{i}-2\right) \lambda+1-k_{2} \lambda_{i}\right) \\
& =0 .
\end{aligned}
$$

Let $a_{i}(\lambda)=\lambda^{2}+\left(h k_{1} \lambda_{i}+k_{2} \lambda_{i}-2\right) \lambda+1-k_{2} \lambda_{i}, i=2,3, \ldots, n$. Define $r_{i}(\sigma)=(\sigma-1)^{2} a_{i}\left(\frac{1+\sigma}{1-\sigma}\right)=h k_{1} \lambda_{i} \sigma^{2}+2 \lambda_{i} k_{2} \sigma-h k_{1} \lambda_{i}-2 k_{2} \lambda_{i}+4$. Then the Schur stable of $a_{i}(\mu)$ is equivalent to the Hurwitz stable of $r_{i}(\sigma)$. The roots of $r_{i}(\sigma)=0$ are $\frac{-k_{2}}{h k_{1}} \pm \sqrt{\left(\frac{k_{2}}{h k_{1}}+1\right)^{2}-\frac{4}{h k_{1} \lambda_{i}}}$. Thus, $r_{i}(\sigma)$ is Hurwitz stable if and only if $\left(\frac{k_{2}}{h k_{1}}+1\right)^{2}-\frac{4}{h k_{1} \lambda_{i}}<\left(\frac{-k_{2}}{h k_{1}}\right)^{2}$, that is $h<\frac{4}{\lambda_{i} k_{1}}-\frac{2 k_{2}}{k_{1}}$. Therefore, $M_{3}$ is Schur stable.

Since $M_{3}$ is Schur stable, there exists a matrix $P>0$ satisfies $M_{3}^{T} P M_{3}-P=-I$. Take $V(t)=y^{T}(t) P y(t)$. We have

$$
\begin{aligned}
V\left(t_{l+1}\right)-V\left(t_{l}\right)= & y^{T}\left(t_{l}\right)\left(M_{3}+E \Lambda F\right)^{T} P\left(M_{3}+E \Lambda F\right) y\left(t_{l}\right)-y^{T}\left(t_{l}\right) P y\left(t_{l}\right) \\
= & -y^{T}\left(t_{l}\right)\left(M_{3}^{T} P M_{3}-P\right) y\left(t_{l}\right)+2 y^{T}\left(t_{l}\right) F^{T} \Lambda E^{T} P M_{3} y\left(t_{l}\right) \\
& +y^{T}\left(t_{l}\right) F^{T} \Lambda E^{T} P E \Lambda F y\left(t_{l}\right) \\
= & -y^{T}\left(t_{l}\right) y\left(t_{l}\right)+2 y^{T}\left(t_{l}\right) F^{T} \Lambda E^{T} P M_{3} y\left(t_{l}\right) \\
& +y^{T}\left(t_{l}\right) F^{T} \Lambda E^{T} P E \Lambda F y\left(t_{l}\right) .
\end{aligned}
$$

Note that

$$
\begin{aligned}
& 2 y^{T}\left(t_{l}\right) F^{T} \Lambda E^{T} P M_{3} y\left(t_{l}\right) \leq y^{T}\left(t_{l}\right) F^{T} \Lambda F y\left(t_{l}\right) \\
& \quad+y^{T}\left(t_{l}\right) M_{3}^{T} P E \Lambda E^{T} P M_{3} y\left(t_{l}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left[\delta \lambda_{n}(L)+\delta \lambda_{\max }\left(E^{T} E\right) \lambda_{\max }(P)\left(\lambda_{\max }(P)-1\right)\right] y^{T}\left(t_{l}\right) y\left(t_{l}\right) \\
& =d_{1} \lambda_{n}(L) \delta y^{T}\left(t_{l}\right) y\left(t_{l}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
y^{T}\left(t_{l}\right) F^{T} \Lambda E^{T} P E \Lambda F y\left(t_{l}\right) \leq & {\left[\delta^{2} \lambda_{\max }(P) \lambda_{\max }\left(E^{T} E\right) \lambda_{\max }\left(F^{T} F\right)\right] } \\
& \times y^{T}\left(t_{l}\right) y\left(t_{l}\right) \\
= & d_{2} \lambda_{n}^{2}(L) \delta^{2} y^{T}\left(t_{l}\right) y\left(t_{l}\right),
\end{aligned}
$$

where
$d_{1}=1+\left(k_{1}^{2}+k_{2}^{2}\right)\left(1+h^{2}\right) \lambda_{\max }(P)\left(\lambda_{\max }(P)-1\right)$,
$d_{2}=\lambda_{\text {max }}(P)\left(k_{1}^{2}+k_{2}^{2}\right)\left(1+h^{2}\right)$.
Thus
$V\left(t_{l+1}\right)-V\left(t_{l}\right) \leq\left(d_{2} \lambda_{n}^{2}(L) \delta^{2}+d_{1} \lambda_{n}(L) \delta-1\right) y^{T}\left(t_{l}\right) y\left(t_{l}\right)$.
It follows from $\delta<\frac{2}{\lambda_{n}(L)\left(d_{1}+\sqrt{\left.d_{1}^{2}+4 d_{2}\right)}\right.}$ that $V\left(t_{l+1}\right)-V\left(t_{l}\right)<0$. Therefore, system (12) is stable, that is system (1) achieves consensus under protocol (7). Following the proof of Theorem 1, we can obtain that $\lim _{t \rightarrow \infty} v_{i}(t)=\bar{v}\left(t_{0}\right)$ and $\lim _{t \rightarrow \infty} x_{i}(t)=\bar{x}\left(t_{0}\right)+\left(t-t_{0}\right) \bar{v}\left(t_{0}\right)$, $i \in \mathcal{I}_{n}$.

Remark 1. If we want to force the agents to reach a desired state, we can consider the case that there is a leader in MASs. If the communication graph among the followers is undirected and connected, similar to the proof above, it is easy to get some sufficient conditions for the states of all agents asymptotically approach the state of the leader.

The impulsive consensus protocol needs the abrupt change of states at sampling instants. However, in practice, some agents may not bear the sudden changes of states. Thus, we propose the following consensus protocol:
$u_{i}(t)= \begin{cases}\frac{k_{1}}{s} \sum_{j=1}^{n} a_{i j} q\left(x_{j}\left(t_{l}\right)-x_{i}\left(t_{l}\right)\right) & t_{l}<t \leq t_{l}+s, \\ +\frac{k_{2}}{s} \sum_{j=1}^{n} a_{i j} q\left(v_{j}\left(t_{l}\right)-v_{i}\left(t_{l}\right)\right), & \\ 0, & t_{l}+s<t \leq t_{l+1},\end{cases}$
where $0<s<h$.
Since the control input of each agent during $\left(t_{l}, t_{l}+s\right]$ is timeinvariant, we have
$\left\{\begin{array}{l}x_{i}\left(t_{l}+s\right)=x_{i}\left(t_{l}\right)+s v_{i}\left(t_{l}\right)+\frac{s^{2}}{2} u_{i}\left(t_{l}\right), \\ v_{i}\left(t_{l}+s\right)=v_{i}\left(t_{l}\right)+s u_{i}\left(t_{l}\right) .\end{array}\right.$
Thus, the aggregate dynamics of the system (1) under consensus protocol (14) is represented by

$$
\begin{align*}
\binom{x\left(t_{l}+s\right)}{v\left(t_{l}+s\right)}= & \left(\begin{array}{cc}
I_{n} & s I_{n} \\
0_{n \times n} & I_{n}
\end{array}\right)\binom{x\left(t_{l}\right)}{v\left(t_{l}\right)} \\
& -\left(\begin{array}{cc}
\frac{s}{2} k_{1} B W & \frac{s}{2} k_{2} B W \\
k_{1} B W & k_{2} B W
\end{array}\right)\binom{q\left(\hat{x}\left(t_{l}\right)\right)}{q\left(\hat{v}\left(t_{l}\right)\right)} . \tag{16}
\end{align*}
$$

and
$\binom{x\left(t_{l+1}\right)}{v\left(t_{l+1}\right)}=\left(\begin{array}{cc}I_{n} & (h-s) I_{n} \\ 0_{n \times n} & I_{n}\end{array}\right)\binom{x\left(t_{l}+s\right)}{v\left(t_{l}+s\right)}$.
Thus, one obtains

$$
\begin{align*}
\binom{x\left(t_{l+1}\right)}{v\left(t_{l+1}\right)}= & \left(\begin{array}{cc}
I_{n} & h I_{n} \\
0_{n \times n} & I_{n}
\end{array}\right)\binom{x\left(t_{l}\right)}{v\left(t_{l}\right)} \\
& -\left(\begin{array}{cc}
\left(h-\frac{s}{2}\right) k_{1} B W & \left(h-\frac{s}{2}\right) k_{2} B W \\
k_{1} B W & k_{2} B W
\end{array}\right)\binom{q\left(\hat{x}\left(t_{l}\right)\right)}{q\left(\hat{v}\left(t_{l}\right)\right)} . \tag{18}
\end{align*}
$$



Fig. 1. The communication graph among agents.

Similarly, the system (18) achieves consensus if and only if the following system
$y\left(t_{l+1}\right)=\left(M_{4}+E_{1} \Lambda F\right) y\left(t_{l}\right)$,
is stable, where
$M_{4}=\left(\begin{array}{ll}I_{n-1}-\left(h-\frac{s}{2}\right) k_{1} \Delta & h I_{n-1}-\left(h-\frac{s}{2}\right) k_{2} \Delta \\ -k_{1} \Delta & I_{n-1}-k_{2} \Delta\end{array}\right)$,
$E_{1}=\left(\begin{array}{ll}\left(h-\frac{s}{2}\right) k_{1} & \left(h-\frac{s}{2}\right) k_{2} \\ k_{1} & k_{2}\end{array}\right) \otimes\left(U_{1}^{T} B W^{\frac{1}{2}}\right)$.
Let $P>0$ be the unique positive definite solution to the Lyapunov equation $M_{4}^{T} P M_{4}-P=-I$. Define
$d_{3}=1+\left(k_{1}^{2}+k_{2}^{2}\right)\left(1+(h-s)^{2}\right) \lambda_{\max }(P)\left(\lambda_{\max }(P)-1\right)$,
$d_{4}=\lambda_{\max }(P)\left(k_{1}^{2}+k_{2}^{2}\right)\left(1+(h-s)^{2}\right)$.
Similar to the proof of Theorem 2, the following result can be obtained directly.

Theorem 3. Suppose that the communication graph $\mathcal{G}$ is connected. System (1) achieves consensus under intermittent protocol (14) if $s<$ $\frac{2 k_{2}}{k_{1}}, h-S<\frac{4}{\lambda_{n}(L) k_{1}}-\frac{2 k_{2}}{k_{1}}$ and $\delta<\frac{2}{\lambda_{n}(L)\left(d_{3}+\sqrt{d_{3}^{2}+4 d_{4}}\right)}$.

## 4. Numerical simulations

Example 1 (Static consensus). Consider a connected graph $\mathcal{G}$ given by Fig. 1, where the weight of each edge is 1 . We can easily get $\lambda_{2}(L)=1$ and $\lambda_{4}(L)=4$. Take control gain $\alpha=1$ and accuracy parameter $\delta=0.1$. According to Theorem 1, we can take $k=0.2<$ $\frac{\alpha}{(1+\delta) \lambda_{4}(L)}=0.23$. For simplicity, take the uniform impulsive interval $h_{k}=0.5<\frac{2}{\alpha} \ln \frac{\alpha+(1-\delta) k \lambda_{2}(L)}{\alpha-(1-\delta) k \lambda_{2}(L)}=0.73$. The simulation results are given in Fig. 2.

Example 2 (Dynamic consensus). We choose $h=2$ and $k_{1}=k_{2}=$ 0.2 to satisfy the conditions in Theorem 2. Solve the Lyapunov equation $M_{3}^{T} P M_{3}-P=-I$, we get the matrix $P>0$ and $\lambda_{\max }(P)=$ 21.0139. According to definition in (13), we get $d_{1}=169.2280$ and $d_{2}=8.4056$. Thus, we take $\delta=0.001$. We can see from Fig. 3 that all agents reach consensus.

## 5. Conclusion

In this paper, the quantized consensus problem was considered for MASs with undirected communication graph. Impulsive consensus protocols using the quantized relative state measurements were proposed for MASs to achieve static and dynamic consensus, respectively. We proved that all agents can achieve consensus by selecting appropriate control gains, quantizer accuracy and impulsive intervals. In addition, an intermittent consensus protocol was also proposed to avoid the abrupt change of states. The future


Fig. 2. Position and velocity trajectories of all the agents under protocol (2).


Fig. 3. Position and velocity trajectories of all the agents under protocol (7).
work will focus on impulsive consensus problem for MASs with more complex dynamics in presence of quantizers.
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