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Abstract The problem of determining the throughput

capacity of an ad hoc network is addressed. Previous

studies mainly focused on the infinite buffer scenario,

however, in this paper we consider a large-scale ad hoc

network with a scalable traffic model, where each node has

a buffer of size B packets, and explore its corresponding

per node throughput performance. We first model each

node as a G/G/1/B queuing system which incorporates the

important wireless interference and medium access con-

tention. With the help of this queuing model, we then

explore the properties of the throughput upper bound for all

scheduling schemes. Based on these properties, we further

develop an analytical approach to derive the expressions of

per node throughput capacity for the concerned buffer-

limited ad hoc network. The results show that the

cumulative effect of packet loss due to the per hop buffer

overflowing will degrade the throughput performance, and

the degradation is inversely proportional to the buffer size.

Finally, we provide the specific scheduling schemes which

enable the per node throughput to approach its upper

bound, under both symmetrical and unsymmetrical net-

work topologies.

Keywords Capacity � Ad hoc networks � Buffer
constraint � Queuing analysis � Network scheduling

1 Introduction

The ad hoc network can be defined as a collection of nodes

which communicate with each other without centralized

infrastructure [1]. Since it can be deployed and reconfigured

rapidly at very low cost, the ad hoc network is highly

appealing for vast range of critical applications, such as

military troop communication, disaster relief, daily infor-

mation exchange, etc., and serves as an indispensable

component among the next generation wireless networks

[2]. To facilitate the application and commercialization of ad

hoc networks, understanding their fundamental perfor-

mance, especially the capacity of such networks, is of great

importance.

In the landmark paper [3], Gupta and Kumar first made a

breakthrough on the research of capacity performance for

static ad hoc networks. They derived some important

scaling law1 results and indicated that the per node

throughput will shrink to zero as the number of nodes tends
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1 The term of scaling law usually appears together with notations

(O;X;H; o;x) [4], and is used to describe the growth rate of the per

node throughput as the number of nodes tends to infinity.
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to infinity. Later, Li et al. [5] studied the impact of traffic

pattern on the scaling law and demonstrated that the ran-

dom traffic pattern applied in [3] leads the network to be

unscalable, while the traffic pattern with a power law dis-

tance distribution can lead the network to be scalable.

Grossglauser and Tse demonstrated in [6] that with the help

of node mobility, a constant per node throughput is

achievable in a mobile ad hoc network (MANET). Later,

Neely and Modiano [7] revealed a fundamental tradeoff

between the throughput capacity and packet delay in

MANETs. Inspired by the above important studies, lots of

work has been devoted to the capacity scaling analysis of

ad hoc networks in the last decade. For a detailed survey on

the corresponding results and research status, please kindly

referred to [8, 9] and Sect. 6 for the related work.

It is notable that one common limitation of available

studies on the throughput capacity of ad hoc networks is

that to simplify their analysis, they usually assume the

buffer size of each node is infinite (i.e., the packet loss due

to buffer overflowing is neglected), which is not practical

under a realistic network scenario, especially in some

critical applications that the buffer size is very small due to

the lack of node resource (limited node size, low com-

puting capability, etc.). Thus, for the practical network

performance analysis, the constraint on buffer size should

be carefully addressed. By now, the throughput capacity of

practical buffer-limited ad hoc networks still remains a

technical challenge and is largely unknown.

As a step towards this end, in this paper we focus on a

static large-scale ad hoc network where each node is

equipped with a limited buffer, and analyze its corre-

sponding capacity performance. The main contributions of

this paper are summarized as follows.

• For the concerned ad hoc network where the buffer size

of a node isB packets, we first model each node as a G/G/

1/B queuing system which incorporates the important

wireless interference and medium access contention.

• With the help of the proposed G/G/1/B queuing model,

we then explore the properties of the throughput upper

bound for all scheduling schemes.

• Based on these properties and queuing theory, we

further develop an analytical approach to derive the

expression of per node throughput capacity, as well as

reveal the impact of buffer constraint on throughput

performance.

• To demonstrate the throughput capacity can be

achieved or approached, we finally provide some

corresponding scheduling schemes under both symmet-

rical and unsymmetrical network topologies.

The remainder of this paper is organized as follows. The

system models are introduced in Sect. 2. Section 3 develops

the G/G/1/B queuing model and explores the properties of

the throughput upper bound. The per node throughput

capacity is derived in Sect. 4 and the corresponding specific

scheduling schemes are presented in Sect. 5. Finally, Sect. 6

introduces the related work and Sect. 7 concludes this paper.

2 System models

This section presents the system models involved in this

paper.

2.1 Network model

Similar to the previous studies [5, 10], we consider a static

and time-slotted large-scale ad hoc network which consists

of n nodes (n ! 1) within a square region of area A. The

locations of nodes follow the uniform distribution and the

probability that there are k nodes within an unit area is

n

k

� �
1

A

� �k

1� 1

A

� �1�k

. We consider the network is

extended, i.e, the network area extends as the number of

nodes grows and the node density r ¼ n

A
is fixed. Each

node in the network maintains one queue for storing the

packets generated by itself and the packets of other nodes.

The queue follows the FIFO (first-in-first-out) discipline2

and its buffer size is normalized to B packets. When the

queue is full, the packets arriving at this time are dropped

directly.

2.2 Communication model

We adopt the widely used protocol model proposed in [3]

to decide whether a transmission between two nodes is

successful or not. Suppose that in a time slot node i trans-

mits data to node j, as required by the protocol model, the

transmission is successful if and only if the following two

conditions hold:

1) di;j � r0;

2) for any other concurrent transmitter k,

dk;j �ð1þ DÞr0, where r0 is the common transmis-

sion radius of all nodes in the network, di;j denotes

the Euclidean distance between node i and node j,

and D[ 0 models a guard zone to prevent the

transmission from being interfered by other simulta-

neous transmissions.

We adopt this protocol model here mainly due to the fol-

lowing reasons. First, the mathematical tractability of this

model allows us to gain important insights into the

2 Please kindly notice that the queue discipline has no impact on the

per node throughput performance.
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structure of network performance analysis. Second, the

analysis under this model provides a meaningful theoretical

result in the limit of the network scenario where nodes

within the interference range are allowed to transmit

packets simultaneously.

We set the channel rate as W packets/slot, i.e., if a node

get access to the wireless channel in a time slot, the amount

of data will be transmitted in this time slot isW packets. All

nodes in the network compete for the wireless channel

through a fair media access control (MAC) protocol, such

as the DCF-style mechanism [11].

2.3 Traffic model

We consider the widely adopted random traffic model with

the power law distance distribution [5, 10]. With this traffic

model, the probability p(r) that two nodes maintain a

routing-layer session (i.e., the nodes become a source-

destination pair) is

pðrÞ ¼

2ðb� 2Þ
b

r
b�2
0

rb�1
; r[ r0

2ðb� 2Þ
b

r

r20
; r� r0

8>><
>>:

ð1Þ

where r denotes the distance between the source and des-

tination and b is a constant parameter. We assume the

expected packet generating rate of each node is k packets/

slot. Since we focus on a large-scale ad hoc network,

packets are delivered to their destinations by the multi-hop

manner, and the number of hops h can be approximated as

h � er=r0d e, where e is a constant coefficient correspond-

ing to the scheduling scheme adopted. For example, if the

minimum-hop routing scheme is adopted, then e ¼ 1.

Please kindly notice that the power law traffic model is

actually a near-domain traffic model, that is, a network node

has a higher probability to select a node which is near from

itself as its destination, and this model is more likely to be

line with the practical network behaviors. It has been

demonstrated in [5, 10] that the network is scalable with the

power law traffic model when b� 4, and under this scenario,

the analysis of the impact of buffer constraint on throughput

performance is more intuitive.Moreover, the value of b does
not influence the development of our theoretical approach

for the throughput performance analysis in the following

sections. Therefore, without loss of generality, we set the

critical value b ¼ 4 to ensure the scalability of network, as

well as relax the near domain restriction on traffic model.

2.4 Basic definition

Per Node Throughput the per node throughput is defined as

the time average of number of packets that can be received

by a node which serves as a destination. More formally,

considering a time interval [0, t], we denote by miðtÞ the

number of packets received by node i (all these packets are

destine for node i), the per node throughput Th is defined as

Th ¼ limt!1
miðtÞ
t
. The throughput capacity is the achiev-

able upper bound for the per node throughput.

Please kindly notice that in many previous works [6, 7]

where the unicast traffic model (i.e., the packets generated

at a source node are destined for only one destination) is

adopted, the per node throughput is defined as the time

average of number of packets that can be delivered from a

source node to its destination, and it is also termed as per

flow throughput. However, with our more practical multi-

cast power law traffic model (i.e., the probability that two

nodes maintain a routing-layer session follows a specific

distribution), the per node throughput cannot be defined as

the per flow throughput since a network node receive

packets from multiple sources, and it is appropriate to

define the per node throughput as the time average of

number of packets that can be received by a destination.

3 Preliminaries

In this section, we first provide an intuition for the

throughput performance under the buffer-limited network

scenario, then present the G/G/1/B queuing model, and

finally explore the properties of throughput upper bound,

which will help us derive the per node throughput capacity

in Sect. 4.

3.1 Intuition of throughput under buffer-limited

network scenario

Regarding the throughput of a buffer-limited ad hoc net-

work, we first provide a simple illustration to gain intuition.

As shown in Fig. 1, there are two source nodes and each of

which has k packets destined for the same destination node.

We denote by PBi
the buffer overflowing probability (BOP)

of relay node i (i.e., the probability that the buffer of relay

node i is full), then the total amount of packets that can be

delivered to the destination under the left-side scheduling

scheme is kð1� PB1
Þ þ kð1� PB2

Þ, and that under the

λ

λ

( )λ ⋅ −

( )λ ⋅ −

λ

λ

( )λ ⋅ −

Fig. 1 Illustration for the throughput under buffer-limited network

scenario
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right-side scheduling scheme is 2kð1� PB3
Þ. Notice that

the two schemes lead to different traffic distributions on the

network, which further lead to different BOPs of nodes,

thus the amount of packets that can be delivered under the

two schemes are different.

The observation here is that under the buffer-limited

scenario, the distribution of traffic has an important effect

on the throughput performance. Thus, for the capacity

study of buffer-limited ad hoc networks, we should explore

the scheduling scheme with the optimal traffic distribution,

which can lead to the maximal achievable throughput. To

address this issue, we then develop a G/G/1/B queuing

model for each node to depict the highly dynamics of the

packet arrival and departure processes.

3.2 G/G/1/B queuing model

As illustrated in Fig. 2, we model each node in the con-

cerned network as a G/G/1/B queuing system [12] to depict

its highly dynamic packet arrival and departure processes.

The queuing system has a single server (i.e., the access to

wireless channel for a node) and the buffer capacity is

limited to B packets, the inter-arrival time and service time

are independent and follow a general distribution. In order

to obtain the corresponding stationary distribution of this

queuing system, we need to derive its mean packet arrival

rate and mean service rate. Without loss of generality, we

only focus on one node (denoted by node i) in the fol-

lowing analysis.

Regarding the packet arrival process of node i, there are

two types of packets will enter its queue: first, the packets

that are self-generated at node i; second, the packets that

are forwarded to node i from other nodes (but node i is not

the destination of these packets). We denote by kfi the

expected arrival rate of the second type of packets at node

i, and denote by gi the total expected packet arrival rate of

node i, then it is obviously that gi ¼ kþ kfi .
Regarding the packet departure process of node i, we

intend to derive its mean service rate l. Considering that in

a given time slot, node i and node k want to transmit data to

node j and node l respectively, according to our commu-

nication model the receptions at node j and node l can be

simultaneously successful if and only if the following

conditions are satisfied.

di;j � r0\ð1þ DÞr0 � dk;j; ð2Þ

dk;l � r0\ð1þ DÞr0 � di;l: ð3Þ

Then we have

dj;l � di;l � di;j �Dr0; ð4Þ

dl;j � dk;j � dk;l �Dr0: ð5Þ

It indicates the essential condition of simultaneous suc-

cessful transmissions is that the disks of radius
D
2
r0 cen-

tered at receivers cannot intersect with each other, as

shown in Fig. 3.

Based on the above observation, we can conclude that

due to the restriction of wireless interference, a successful

reception at a node will consume a circle area in the net-

work. We denote by ns the maximal number of concurrent

successful receivers that the network can support, then ns is

equal to the number of reception circles that the whole

network area can contain. Notice that the area of a recep-

tion circle Arc is

Arc ¼ p
Dr0
2

� �2

¼ pD2r20
4

; ð6Þ

then we have

ns ¼
A

Arc

¼ 4n

prD2r20
: ð7Þ

Thus, the mean service rate of the G/G/1/B queuing system

is given by

l ¼ ns

n
�W ¼ 4

prD2r20
�W : ð8Þ

Remark 1 It is notable that the important wireless inter-

ference and medium access contention have been carefully

incorporated into the modeling of the G/G/1/B queuing

system.

Regarding the BOP of node i with mean packet arrival

rate gi and mean service rate l, we utilize an effective

approximation method proposed in [13] to estimate the

Fig. 2 Illustration of the G/G/1/B queuing model

Δ Δ
ΔΔ

Fig. 3 Illustration of the essential condition of simultaneous

successful transmissions
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stationary distribution P ¼ p0; p1; . . .pBf g of the G/G/1/B

queuing system, where pk (0� k�B) denotes the proba-

bility that there are k packets in the buffer of node i when

the network is in steady state. According to [13], P can be

approximated by the following recursions.

p1 ¼ p0
gi

b
exp

2b

a

� �
� 1

� �
;

pk ¼ p0
gi

b
exp

2ðk� 1Þb
a

� �
exp

2b

a

� �
� 1

� �
; 2�k�B� 1

pB ¼ p0
gi

l
exp

2ðB� 1Þb
a

� �
;

8>>>>>><
>>>>>>:

ð9Þ

where expð�Þ is the exponential function, a¼ gic0 þ lc1,
b¼ gi � l, and c0;c1 are constant parameters. Combining

with the normalization formula
PB

k¼0 pk ¼ 1, pk can be

solved recursively. Then the corresponding BOP can be

derived as

PB ¼ pB ¼ ðl� giÞgiC
l2 � g2i C

; ð10Þ

where C ¼ e2ðB�1Þb=a.

3.3 The properties of throughput upper bound

Based on the G/G/1/B queuing model for each node, we

then explore the properties of the throughput upper bound

of the concerned network.

We first provide the following lemma regarding a con-

vex optimization issue.

Lemma 1 If f(x) is a convex function, then for the fol-

lowing optimization,

min Fðx1; x2; . . .; xnÞ ¼
Xn
i¼1

f ðxiÞ; ð11Þ

s:t: x1 þ x2 þ � � � þ xn ¼ X[ 0; ð12Þ
xi � 0; ð13Þ

the optimal solution x� ¼ ½x�1; x�2; � � � ; x�n� is

x�1 ¼ x�2 ¼ � � � ¼ x�n ¼
X

n
: ð14Þ

Proof We let Zn denote the feasible region of the opti-

mization (11). Since x� ¼ ½x�1; x�2; . . .; x�n� is the optimal

solution of the optimization, then for 8x 2 Zn we have

rFðx�Þðx� x�ÞT � 0 ,
Xn
i¼1

f 0ðxÞjx¼x�
i
ðxi � x�i Þ� 0; ð15Þ

where r is the Del operator and ð�ÞT denotes the transpose

of a vector.

Without loss of generality, we focus on a non-zero

element x�i [ 0 in the optimal solution and construct

another feasible solution x as follow: we set xi ¼ 0, xj ¼
x�i þ x�j and xm ¼ x�m for m 6¼ i; j. Substituting x into (15)

we have

f 0ðx�i Þ� f 0ðx�j Þ: ð16Þ

Suppose that the element x�j in the optimal solution is 0,

since f(x) is a convex function and thus f 0ðxÞ is monoton-

ically increasing, we have f 0ðx�i Þ[ f 0ðx�j Þ which contradicts
(16). Thus we can conclude that all the elements in the

optimal solution are larger than 0, and combining with (16)

we have

f 0ðx�1Þ ¼ f 0ðx�2Þ ¼ � � � ¼ f 0ðx�nÞ;

, x�1 ¼ x�2 ¼ � � � ¼ x�n ¼
X

n
:

This completes the proof. h

The scheduling scheme of a network is defined as a set

of schemes that the network operation follows. In our

network scenario, a specific scheduling scheme includes a

MAC scheme and a routing scheme. Regarding the MAC

scheme, in our communication model and development of

G/G/1/B queuing model, we assume a fair and distributed

MAC scheme and the detailed operation of this

scheme will be provided in Sect. 5.1. Regarding the routing

scheme, it determines the traffic distribution on the network

thus further determines the achievable throughput. There-

fore, we provide the following theorem to reveal the

properties of the optimal routing scheme which leads to a

throughput upper bound for the concerned buffer-limited

ad hoc networks.

Theorem 1 The throughput under the routing schemewith

the following two properties can serve as an upper bound for

that under all routing schemes: (a) the packet arrival rate at

each node satisfies that g1 ¼ g2 ¼ � � � ¼ gn; (b) all packets

are forwarded through the minimum-hop path.

Proof We define all the routing schemes as the

scheme set S. For a specific scheme S 2 S, it causes a

corresponding total network load G in steady state, i.e.,

G ¼
Pn

i¼1 gi. We denote by SðGlÞ the subset of S, in which

all the schemes lead to the same network load Gl and we

have S ¼
S1

l¼1 S Glð Þ. Without loss of generality, we set

G1\G2\ � � �\Gl\ � � �.
We define that a routing scheme is j-short if the mean

hops under this scheme is at most j times of that under the

minimum mean hop routing scheme, i.e.,

j ¼ the mean hops under the specific routing scheme

minimum mean hops
:

ð17Þ

It is obvious that j 2 ½1;1Þ.
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We first consider the issue that in a scheme subset SðGlÞ,
which scheme S�l can maximize the rate of packets that

actually enter the network. This issue is equivalent to the

optimization issue as follow.

max Fðg1; g2; � � � ; gnÞ ¼
Xn
i¼1

k � 1� PBðgiÞÞð Þ; ð18Þ

s:t: g1 þ g2 þ � � � þ gn ¼ Gl; ð19Þ

gi � 0: ð20Þ

From (10) we can see that PBðgiÞ is a convex function, thus

based on Lemma 1 S�l can be determined as

S�l : g
�
1 ¼ g�2 ¼ � � � ¼ g�n ¼

Gl

n
: ð21Þ

We then compare these optimal solutions in each subset.

Under these routing schemes, F can be expressed as

F�ðGÞ¼MF�jPn
i¼1

gi¼G
¼ nk � 1� PB

G

n

� �� �
: ð22Þ

Since PBðgiÞ is monotonically increasing with gi, then we

have

F�ðG1Þ[F�ðG2Þ[ � � �F�ðGlÞ[ � � � : ð23Þ

From another perspective there is

jl ¼
mean forwarding hops of S�l

minimum mean hops
; ð24Þ

and G1\G2\ � � �\Gl\ � � �, then we have

j1\j2\ � � �\jl\ � � � : ð25Þ

Since the minimum value of jl is 1, we can conclude that

the rate of packets which actually enter the network under

the routing scheme with the properties (a) and (b) serves as

an upper bound. Meanwhile, it indicates the corresponding

overflowing probability serves as a lower bound. Notice

that in steady state, the network throughput can be

expressed as k � ð1� PBÞh, where h denotes the corre-

sponding mean hops. It is obvious that under the

scheme with the properties (a) and (b), the values of PB and

h reach their minimums simultaneously, and thus the cor-

responding throughput is an upper bound for all routing

schemes. This completes the proof. h

4 Throughput capacity

With the help of G/G/1/B queuing model and the properties

of the optimal scheduling scheme, in this section we derive

the per node throughput capacity. Firstly, we present two

useful lemmas.

Regarding the packet arrival rate, we have the following

lemma.

Lemma 2 Under the optimal scheduling scheme, the

packet arrival rate at each node g can be determined as

g ¼ kþ k
2
� IðPBÞ; ð26Þ

where IðxÞ ¼
X1

i¼1

1� xð Þi

i2
, and 0 ¼ Ið1Þ� IðPBÞ�

Ið0Þ ¼ p2
6
.

Proof Under the optimal scheduling scheme, the packet

arrival rate at each node is equal and denoted by g, and the

corresponding BOP of each node is PBðgÞ and abbreviated

as PB if there is no ambiguity.

Without loss of generality, we focus on a tagged source

node S. Consider that in a time slot, S generates k packets

which are destined for a node D with distance r apart. Due

to the multi-hop characteristic of large-scale ad hoc

networks, these k packets will cause extra packet arrival

on the corresponding relay nodes. As illustrated in Fig. 4,

these packets will be dropped by the corresponding relay

nodes when their buffers overflow, and from a statistical

point of view, there are kð1� PBÞ packets will arrive at the
first relay node, kð1� PBÞ2 packets will arrive at the

second relay node, and so on.

Notice that under the optimal scheduling scheme,

packets are forwarded on the minimum-hop path. Thus

for a S� D path with distance r, the contribution of k
packets to the whole network arrival rate is

CðkjrÞ ¼ kþ kð1� PBÞ þ kð1� PBÞ2

þ � � � þ kð1� PBÞ r=r0d e�1

¼
Xr=r0d e

i¼1

kð1� PBÞi�1: ð27Þ

Substituting the traffic model (1) into (27), the mean con-

tribution of k packets to the network arrival can be deter-

mined as

EfCg ¼
Z 1

0

PðrÞ �
Xr=r0d e

i¼1

k � ð1� PBÞi�1
dr; ð28Þ

and the total network load is

λ − λ −
λ −λ

Fig. 4 Illustration of the impact of self-generated packets on the

whole network
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G ¼ n � EfCg: ð29Þ

Thus under the optimal scheduling scheme, the packet

arrival rate at each node is determined as

g ¼ G

n
¼ EfCg

¼
Z r0

0

k
r

r20
dr þ

X1
i¼1

Z ðiþ1Þr0

i�r0
k
r20
r3

Xi
k¼0

ð1� PBÞkdr

¼ k
2
þ k
2

X1
i¼1

1

i2
� 1

ðiþ 1Þ2

 !
�
Xi
k¼0

ð1� PBÞk
( )

¼ k
2
þ k
2PB

f ðPBÞ; ð30Þ

where

f ðPBÞ ¼
X1
i¼1

1

i2
� 1

ðiþ 1Þ2

 !
� 1� ð1� PBÞiþ1
� �( )

¼ 1�
X1
i¼1

1

i2
� 1

ðiþ 1Þ2

 !
� ð1� PBÞiþ1

( )

¼ 1� ð1� PBÞ2 þ PB �
X1
i¼2

1

i2
ð1� PBÞi

¼ PB � 1þ IðPBÞð Þ:
ð31Þ

Thus we have

g ¼ k
2
þ k
2PB

f ðPBÞ ¼ kþ k
2
� IðPBÞ:

This completes the proof. h

Remark 2 We can see from Eq. (26) that the packet

arrival rate at each node consists of two parts, which is

consistent with the modeling of packet arrival process in

our G/G/1/B queuing system: the former part is the packets

that are self-generated at a node, the residual is the packets

that are forwarded to this node from other nodes. The BOP

of a node determines its capability of accepting packets

into its queue. When PB approaches 1, there are few self-

generated packets can pass through its own queue, so each

node does not need to forward other nodes’ packets, thus

the actual packet arrival rate is equal to the packet gener-

ating rate. When PB approaches 0, the packet arrival rate at

each node is strictly bounded by k 1þ p2

12

� �
even as the

network size tends to infinite, indicating that the traffic

model adopted in (1) can ensure the network scalability.

Notice that given a packet generating rate k, Eq. (26)
contains only one unknown quantity g (PB is completely

determined by g), i.e., g is the fixed-point of Eq. (26) [14].

Thus, by solving this equation, we can determine g and PB

corresponding to a given k.
Regarding the BOP when packet arrival rate approaches

the service rate, we have the following lemma.

Lemma 3 When the packet arrival rate at each node

approaches the service rate, i.e., g ! l, the BOP can be

express as

P
l
B¼
M

lim
g!l

PBðgÞ ¼
c0 þ c1

2ðc0 þ c1 þ B� 1Þ: ð32Þ

Proof From (10) we have

1

PBðgÞ
¼ l2 � g2C

ðl� gÞgC ¼ lþ g

gC|fflffl{zfflffl}
ða1Þ

þ gð1� CÞ
ðl� gÞC|fflfflfflfflffl{zfflfflfflfflffl}

ða2Þ

:
ð33Þ

Since

lim
g!l

C ¼ lim
g!l

exp
2 B� 1ð Þ g� lð Þ

gc0 þ lc1

� �
¼ 1; ð34Þ

and by utilizing the first-order Taylor expansion [15] there

is

C � 1þ 2ðB� 1Þðg� lÞ
gc0 þ lc1

þ oðg� lÞ: ð35Þ

Thus we have

lim
g!l

ða1Þ ¼ lim
g!l

2

C
¼ 2; ð36Þ

lim
g!l

ða2Þ ¼ lim
g!l

gð1� 1� 2ðB�1Þðg�lÞ
gc0þlc1

Þ
ðl� gÞC

¼ lim
g!l

2gðB� 1Þ
ðgc0 þ lc1ÞC

¼ 2ðB� 1Þ
c0 þ c1

: ð37Þ

Combining (33), (36) and (37) we have

P
l
B ¼ 2þ 2 B� 1ð Þ

c0 þ c1

� ��1

¼ c0 þ c1

2ðc0 þ c1 þ B� 1Þ :

This completes the proof. h

Based on the Lemmas 2 and 3, we provide the following

theorem regarding the per node throughput capacity in the

buffer-limited ad hoc networks.

Theorem 2 For a concerned large scale ad hoc network

where the number of nodes tends to infinity and each node

has a buffer of size B packets, the per node throughput

capacity Tc is determined as

Tc ¼
1� P

l
B � 0:5Pl

BIðP
l
BÞ

1þ 0:5IðPl
BÞ

l: ð38Þ

Proof For a given packet generating rate k, we can

determine the corresponding BOP PB and packet arrival

rate at each node g according to Lemma 2. Consider that a
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source-destination pair with distance r, the end-to-end

packet loss ratio is 1� ð1� PBÞ r=r0d e
, and the corre-

sponding throughput is k � ð1� PBÞ r=r0d e
. Thus the expected

per node throughput Th is determined as

Th ¼ k �
Z 1

0

PðrÞ � ð1� PBÞ r=r0d e
dr

¼ kð1� PBÞ �
k
2
PBIðPBÞ: ð39Þ

When the packet arrival rate g approaches the packet ser-

vice rate l, according to formula (26) the corresponding

packet generating rate kl is determined as

kl ¼ l
1þ 0:5IðPl

BÞ
: ð40Þ

Substituting (40) into (39) we then have

Tc ¼ klð1� P
l
BÞ �

kl

2
P
l
BIðP

l
BÞ

¼ 1� P
l
B � 0:5Pl

BIðP
l
BÞ

1þ 0:5IðPl
BÞ

l:

This completes the proof. h

Remark 3 Formula (39) provides us the insights of effects

of buffer constraint on throughput performance. It can be

seen that (39) consists of two parts: kð1� PBÞ represents

the packets which actually enter the network after gener-

ated at their source nodes;
k
2
PBIðPBÞ represents the packets

dropped on the end-to-end route, which serves as the

cumulative effect of packet loss due to the per hop buffer

overflowing.

Based on Theorem 2, we further conduct simple math-

ematical derivations to provide a more intuitive expression

of the per node throughput capacity with limited buffer

constraint. From (38) we have

Tc ¼
1� P

l
B � 0:5Pl

BIðP
l
BÞ

1þ 0:5IðPl
BÞ

l

\ð1� P
l
BÞl ð41Þ

¼ 1� c0 þ c1

c0 þ c1 þ B� 1

� �
� 2

prD2r20
W þ 2

prD2r20
W :

ð42Þ

We can see in (42) that the buffer constraint does cause the

degradation on per node throughput performance, compared

with that under infinite buffer scenario (i.e., B ! 1). The

throughput performance degradation is caused by the cumula-

tive effect of packet loss due to the per hop buffer overflowing,

and is at least inversely proportional to the buffer size B.

Based on Theorem 2, we further provide numerical

result to illustrate how the theoretical throughput capacity

varies with the node buffer size. Without loss of generality,

we set limB!1 Tc ¼ 1 by adjusting the basic network

parameters such as W, r, D and r0 to appropriate values.

We can observe from Fig. 5 that Tc monotonously

increases as B increases. When B is small, Tc drops a lot

compared with that under infinite buffer scenario, while

with B getting larger and larger, the increment of Tc
becomes smaller and smaller. This observation provides us

a guideline for the practical ad hoc network design that by

equipping nodes with appropriate buffer size (such as B ¼
10 in Fig. 5), the ad hoc network can guarantee the

throughput requirement, and at the same time save the

networking cost.

5 Scheduling schemes

In this section, we provide appropriate scheduling schemes

which enable the per node throughput to approach the

corresponding upper bound. We first present the MAC

scheme, and then present the routing schemes for sym-

metrical and unsymmetrical network topologies respec-

tively.

5.1 Media access control

We consider that each node in the large-scale ad hoc net-

work contends for the access to wireless channel using a

DCF-style mechanism [11]. With the DCF-style mecha-

nism, at the beginning of a time slot, each node uniformly

selects an initial value from [0, CW] (CW denotes the

contention window) and starts to count down. If a node

doesn’t hear any broadcasting message until its back-off

counter reduces to 0, it broadcasts a message to claim itself

as the transmitter among its local range; otherwise it stops

Fig. 5 Illustration of per node throughput capacity varying with

buffer size in a large-scale ad hoc network
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its back-off counter and remains silent in this whole time

slot. Notice that the DCF-style mechanism adopted here is

fair and highly distributed, thus it can facilitate the oper-

ations of ad hoc networks.

5.2 Routing scheme for symmetrical topology

As illustrated in Fig. 6 that in symmetrical network

topologies, nodes are homogeneously distributed. Due to

this special characteristic, we consider the routing

scheme that when a node wants to transmit data to a cor-

responding destination, this node randomly selects a path

among all possible minimum-hop paths with equal proba-

bility. Notice that with this routing scheme, packets are

forwarded through the minimum-hop path, and the

behavior of each node is same which further leads that the

traffic distribution on each node is same. Therefore, the

proposed routing scheme serves as the optimal routing

scheme and the corresponding throughput capacity can be

achieved.

5.3 Routing scheme for unsymmetrical topology

For the unsymmetrical topology, the minimum-hop routing

scheme discussed above will lead to non-uniform traffic

distribution on the network. To address this issue, we adopt

here the Localized Circular Sailing Routing (LCSR)

scheme which is proposed in [16] to balance the traffic

distribution on the whole network, and at the same time

ensure the packet forwarding hops are no more than a small

constant times of that under the minimum-hop path.

By introducing a reverse stereographic projection

mechanism [17], the LCSR scheme first projects nodes on

the 2D plane to corresponding nodes on the 3D sphere. As

illustrated in Fig. 7(a), node i in the network area is map-

ped to a point i0 on the sphere according to the reversed

stereographic projection. Then, the LCSR scheme makes

routing selection based on the circular distance on the 3D

sphere instead of the Euclidean distance on the 2D plane.

For example, as illustrated in Fig. 7(b), consider that the

source node in the network will send data to the destination

node, the circular distance between the source-destination

pair mapped on the sphere serves as the metric to execute

routing selection. The shortest circular distance path is

Source0 ! R0
1 ! R0

2 ! R0
3 ! Des0, then the corresponding

actual routing in the network is selected as

Source ! R1 ! R2 ! R3 ! Des.

The simulation results in [16] show that the LCSR

scheme can make the traffic almost uniformly distributed

on the whole network, and the theoretical analysis in [16]

indicates that the path length under LCSR scheme is no

more than p
2
ð1þ nÞ times of that under the minimum-hop

routing scheme, where the path expansion factor n is

irrelevant with the number of nodes and n tends to 0 as the

node distribution tends to be uniform. Therefore, the LCSR

routing scheme serves as a suboptimal routing scheme and

the throughput capacity could be approached.

6 Related work

Since the seminal work of Gupta and Kumar [3], the

throughput analysis for wireless ad hoc networks has been

extensively reported in literature. It was demonstrated in

(a) (b) (c)

Fig. 6 Illustration of symmetrical network topologies. a Regular

triangle. b Square. c Cellular

(a)

(b)

Fig. 7 Illustration of the LCSR routing scheme. a Reversed stere-

ographic projection. b Routing selection
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[3] that the per node throughput in a static ad hoc network

with random traffic pattern will shrink to 0 as the number

of nodes increases to infinity. Later, Li et al. [5] investi-

gated the impact of traffic pattern on per node throughput

scaling law. They indicated that the random traffic pattern

will incur the capacity reducing to 0 as the network tends to

infinity, while the traffic model with the power law dis-

tance distribution can ensure the network with the capacity

scaling of Hð1Þ. Grossglauser and Tse [6] applied the node

mobility to improve the capacity of MANETs. They

demonstrated that with the help of node mobility, a Hð1Þ
per node throughput can be achieved in a MANET. Fol-

lowing this line, lots of work has been devoted to the

analysis of throughput scaling law of MANETs under

various mobility models [18–22]. Also, there are some

studies focused on the scaling law of various network

scenarios [23–27]. For a survey on the throughput scaling

law results of wireless networks, readers are referred to

[28] and references therein. Instead of deriving the per

node capacity, some studies related to the general capacity

region of ad hoc networks are reported in [29, 30]. With the

development of 5G wireless communication networks, the

studies on the capacity of ad hoc networks supported by the

infrastructure have been recently shown in [31–33].

There are some initial works considered the throughput

performance of ad hoc networks under the buffer constraint.

Herdtner and Chong [34] made a heuristic analysis on the

throughput storage tradeoff in MANET. They demonstrated

that when the relay buffer of each node is limited, the per

node throughput scaling law cannot achieve Hð1Þ even

through the node mobility is utilized for packet delivery.

Subramanian et al. explored the throughput performance

with buffer constraint in sparse delay tolerant networks

(DTNs). They considered the unicast scenario in [35] and the

multicast scenario in [36] respectively, and developed a

theoretical framework to derive the corresponding through-

put capacity. Recently, Liu et al. explored the throughput

capacity and delay performance for buffer-limited mobile ad

hoc networks, which can be seen in [37, 38].

7 Conclusion

This paper revisited the throughput capacity of ad hoc

networks. By introducing the buffer constraint, our con-

sideration is more in line with the actual network scenario.

We modeled each node in the network as a G/G/1/

B queuing system and with the help of this queuing model,

we developed an analytical approach to derive the per node

throughput capacity. The theoretical finding here is that the

capacity degradation caused by buffer constraint is inver-

sely proportional to the buffer size. As a complementary of

the capacity analysis, we finally provided some appropriate

scheduling schemes which can approach the throughput

upper bound.

Notice that the theoretical analysis for per node

throughput in this paper is based on the power law traffic

model, so one of our future research directions is to develop

theoretical study for other popular traffic patterns, such as the

classic random traffic model. Moreover, with the develop-

ment of wireless techniques such as network coding, some

initial works have showed that nodes within interference

range are allowed to transmit simultaneously, which has the

great potential to improve the capacity of wireless ad hoc

networks. Thus one of the future research directions is to

extend our study to the performance analysis of ad hoc net-

works under more advanced interference models.
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