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Abstract—Just noticeable difference (JND) reveals the mini-
mum visible threshold of the human visual system (HVS), which
is useful in visual redundancy reduction. Existing JND models
estimate the visible threshold with luminance adaptation and
contrast masking. As a result, the smooth and edge regions are
effectively estimated, while the disorderly texture regions are
always underestimated. The disorderly texture regions possess
a large amount of disorderly structures and the HVS cannot
fully perceive them. Therefore, in this work, we suggest to
consider the disorder degree of structure for JND threshold
estimation. According to the correlation among neighboring
pixels, the uncertain information is extracted, and the disorder
degree of structure is computed, which we called structural
uncertainty. Then, taking the effect of background luminance,
contrast, and structural uncertainty into account, a novel JND
model is deduced. Experimental results demonstrate that the
proposed JND can accurately estimate the visible thresholds of
different image regions. Moreover, the proposed JND is adopted
to remove visual redundancy for JPEG compression, which saves
about 14% bit rate while keeping the perceptual quality.

Index Terms—Just Noticeable Difference, Structural Uncer-
tainty, Redundancy Reduction

I. INTRODUCTION

It is well known that the resolution of the human visual
system (HVS) is limited, and the HVS cannot perceive the
change under a certain visibility threshold [1]. Just-noticeable
difference (JND) [2], which accounts for the visible threshold
of the HVS, can effectively represent the visual redundancy.
Therefore, JND is useful in perception-oriented image/video
processing, such as perceptual lossless based image/video
coding [3], [4], watermarking [5], image/video quality assess-
ment [6], [7], and so on.

The resolution of the HVS is widely investigated, and
many JND estimation models have been introduced in the
past decade. Since the HVS presents different sensitivities to
different illuminants, background luminance is considered for
JND threshold estimation. According to a subjective viewing
test, the luminance adaptation is computed with Weber’s
law [3]. Moreover, the interaction among pixels cause masking
effect in the HVS, which also affect the resolution of the
human eye. Since the HVS is highly sensitive to the change of
luminance, contrast masking is always computed to estimate
the masking effect [4]. By considering the two factors, namely,
background luminance adaptation and contrast masking effect,

many JND estimation models are introduced [3], [8]. These
models can only effectively estimate the JND thresholds of the
plain and edge regions, while always underestimate the JND
threshold of the texture regions [9]. With further analysis, we
have found that the texture regions always represent disorderly
structures, which contain amount of uncertain information that
the HVS cannot fully understand. Therefore, we suggest to
take structural uncertainty into account for JND estimation.

Recent research found on cognitive neuroscience, namely,
the free-energy principle, indicate that the human brain pos-
sesses an internal generative mechanism, which separatively
process the orderly and disorderly contents with different
procedures [10]. Inspired by the free-energy principle, we
suppose that the HVS is adaptive to extract the organization
rule of the orderly region, and therefore, the HVS is sensitive
to the change of the orderly region; on the contrary, the
HVS cannot fully understand the content of the disorderly
region with uncertain information, as a result, the HVS is
less sensitive to the change on the disorderly region. In other
words, the JND threshold of the disorderly region is larger
than that of the orderly region. Therefore, we suggest to
consider the orderness of an image region for JND threshold
computation, and calculate the orderness according to its
structural uncertainty. Then, we take luminance adaptation,
contrast masking, and structural uncertainty into account, and
introduce a novel JND model in this paper. The proposed
JND model is applied to remove visual redundancy for JPEG
compression, experimental results demonstrate that it saves
about 14% bit rate while keeping the perceptual quality.

The organization of this paper is as follows: structural
uncertainty of image regions is analyzed, and a novel JND
estimation model is created in section II. In section III, the
proposed JND model is firstly compared with the latest JND
models to demonstrate its effectiveness, and then applies to
JPEG compression for visual redundancy reduction. Finally,
conclusions are drawn in section IV.

II. JND ESTIMATION

In this section, we firstly analyze the effect of uncertain
information on JND, and deduce the equation for structural
uncertainty computation. Then, we consider the other two



factors, i.e., luminance adaptation and contrast masking, and
introduce a novel JND model.

A. Structural Uncertainty Computation
According to the free-energy principle, the HVS cannot

fully perceive the contents of the disorderly regions, and the
HVS is less sensitive to these regions [10]. Therefore, the
structural uncertainty directly affects the resolution of the
HVS, and regions with large structural uncertainty have high
JND thresholds.

In order to compute the structural uncertainty, the uncertain
information is firstly separated from the primary visual infor-
mation of the original image. Here, the AR prediction model
is employed to predict the primary visual information,

I ′(x) =
∑
xi∈X

CiI(xi), (1)

where I ′ is the reconstructed image, Ci is the AR coefficient,
X is a surround region, and I is the original image.

With (1), the uncertain information can be computed as the
prediction error, ∆I = I−I ′. Then, the structural information
of ∆I is analyzed with local binary patterns (LBPs) [11].
The pattern of a pixel x0 is calculated as the comparing value
between x0 and its surrounding xi,

LBP(x0) =

8∑
i=1

s(xi−x0) 2
i, (2)

s(xi−x0) =

{
1, xi−x0 ≥ 0

0, xi−x0 < 0.
(3)

With the pattern number of each pixel, an image region
can be mapped into a 28-bin histogram. In order to reduce
the bin number, the normal rotate invariant LBPs are chosen,
which have 10 different types of patterns [11]. As a result, the
structural information of an image region can be represented
by a 10-bin histogram. According to the information theory,
the structural uncertainty of a pixel can be calculated as the
entropy of its local region,

Us(x) =
10∑
i=1

−pi log pi, (4)

where Us(x) is the structural uncertainty of pixel x, and pi is
the probability of the i-th bin. In order to give a clear view, an
example is shown in Fig. 1, where (a) is the original image,
and (b) is the corresponding structural uncertainty map.

B. JND Model
The JND threshold is determined by background luminance

Lb, luminance contrast Cl, and structural uncertainty Us.
Therefore, we try to combine the three factors and deduce
a uniform equation for JND estimation.

Firstly, the HVS present different sensitivities to different
background luminance, and the luminance adaptation is con-
sidered in JND modeling [3],

f1(Lb) =

{
17× (1−

√
Lb

127 ) If Lb ≤ 127
3

128 × (Lb − 127) + 3 else
(5)

(a) Original image

(b) Structural uncertainty

Fig. 1: Structural uncertainty demonstration.

Next, the functions of luminance contrast and structural un-
certainty on JND threshold are analyzed. From experiment we
have found that the two factors are correlated: an image region
with large luminance contrast and large structural uncertainty
presents high JND threshold; on the other conditions, image
regions present low JND thresholds. Therefore, we combine
the two factors for JND estimation,

f2(Cl,Uc) = 0.115 Cl I(Ul, Cc) (6)
I(Ul, Cc) = 1 + (1 + 2 exp(−0.6 Cl))Uc (7)

As mentioned above, the JND threshold is determined by
three factors, i.e., background luminance, luminance con-
trast, and structural uncertainty. The luminance adaptation
and structural masking effect have been computed with (5)
and (6), respectively. In order to acquire the JND threshold,
we need to combine the two portions. However, there exists
overlap between the two portions. Here, we adopt the nonlinear
combination method, i.e., NAMM [4], to calculate the JND
threshold,

JND = f1(Lb) + f2(Cl,Uc)− 0.3× min{f1(Lb), f2(Cl,Uc)}.
(8)



(a) Original (b) Zhang [12]

(c) Liu [9] (d) Proposed

Fig. 2: JND model comparison. The tank image (a) contaminated by white noise (PSNR=24.7dB) with the guide of Zhang
et al.’s model (b), Liu et al.’s model (c), and the proposed JND model (d).

III. EXPERIMENTAL RESULT

In this section, we firstly compare the proposed JND model
with two latest JND models, i.e., Zhang et al.’s model [12] and
Liu et al’s model [9], to demonstrate the effectiveness. Then,
the proposed JND model is applied to JPEG compression for
visual redundancy reduction.

A better JND model can effectively present the visible
thresholds of different image regions. In order to verify the
accuracy of JND models, we inject white noise (with same
energy) into test images under the guide of different JND
models,

Î(x) = I(x) + α · rand(x) · JND(x), (9)

where Î is the contaminated image, α keeps the energy of

white noise from different JND models as the same, and
rand(x) randomly takes +1 or −1.

A representative image, the tank image (which includes
smooth, edge, and texture regions), is chosen for JND per-
formance comparison. White noise is injected into this image
with the guide of different JND models (i.e., Zhang, Liu, and
the proposed models). The energy of white noise injected into
the image is the same, with PSNR=24.7dB. As shown in
Fig. 2, Zhang et al.’s model mainly guides the noise into the
edge regions, which results in obvious distortion; Liu et al.’s
model distributes too much noise into the smooth region (i.e.,
the tank object), which is also quite sensitive to the HVS; the
proposed model injects much noise into the grassland where
the HVS is not sensitive to, and less noise into the tank object.



TABLE I: JPEG compression VS. JND guide JPEG compres-
sion.

Image
JPEG
(bpp)

Proposed
(bpp)

Bit Rate
Saving

Subjective
Quality

Mean Std
Lena 0.644 0.545 15.4% 0.631 1.174

Babara 0.936 0.851 9.0% 0.300 1.138
Tank 0.773 0.556 28.1% -0.188 1.117

Indian 0.960 0.817 14.9% 0.465 1.293
Huts 0.894 0.754 15.7% -0.089 1.085

Mandrill 1.395 1.298 7.0% 0.125 1.091
Boat 0.894 0.756 15.4% 0.010 0.918

Airplane 0.947 0.836 11.7% -0.125 1.264
House 0.687 0.598 13.0% -0.007 1.185
Couple 0.826 0.715 13.4% 0.250 1.182
Average 0.897 0.773 13.8% 0.137 1.187

By comparing the three contaminated images, we can see that
though the energy of the noise is same, the proposed model
returns a better quality than the other two models.

Since the JND model can effectively represent the visual
redundancy of the HVS, we apply the proposed JND model
to JPEG compression. With the guidance of the JND threshold,
we can modify the original signal according to its visual
redundancy,

Ĩ(x) =

 I(x) + JND(x), if I(x)− IB(x) < −JND(x),
IB(x), if |I(x)− IB(x)| ≤ JND(x),
I(x)− JND(x), if I(x)− IB(x) > JND(x),

(10)

where IB(x) is the mean value of a compression block B.
Detailed information about this equation can be found in [13].

Ten oft-used images are chosen for compression (under the
same QP) [14], and the bit rates for these compressed images
are listed in Table I. Moreover, in order to compare the quali-
ties of these JPEG compressed images and their corresponding
JND guided JPEG compressed images, a subjective viewing
test is designed, which follows the ITU-R BT.500-11 standard.
In this test, 18 people from our laboratory are invited. The
observers are asked to evaluate the qualities of these images:
if the JPEG compressed image is better than its corresponding
JND guided JPEG compressed image, then a ‘-1’ value is
given; on the contrary, a ‘+1’ value is given; and a 0’ value
is given if they are with a same quality.

The valuation results are listed in Table I. As can be seen,
the proposed JND threshold can effectively remove the visual
redundancy for JPEG compression. An average of 13.8% bit
rate can be saved for the 10 test images. Meanwhile, the
qualities of these JND processed images are almost remained
unchange, as the values under the ‘Mean’ column shown in
Table I. Therefore, the proposed JND model can accurately
estimate the visible threshold, and it can be effectively applied
into image compression for visual redundancy reduction.

IV. CONCLUSION

In this paper, we have proposed a novel JND estimation
model. Existing JND models mainly consider the background

luminance and luminance contrast for JND threshold com-
putation. As a result, they can only effectively estimate the
JND thresholds of the smooth and edge regions, while always
underestimate the JND threshold of the texture region. Inspired
by the recent research found on cognitive neuroscience, we
suggest that structural uncertainty is another factor which
affect the visibility of the HVS. By considering three factors,
i.e., background luminance, luminance contrast, and structural
uncertainty, a novel JND model is deduced. Experimental
results demonstrate that the proposed JND model outperforms
the existing JND models. Moreover, the proposed JND model
can effectively predict the visual redundancy, and it saves
about 14% bit rate when applying to JPEG compression.
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