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Abstract—The capacitated arc routing problem (CARP) has
attracted considerable attention from researchers due to its broad
potential for social applications. This paper builds on, and devel-
ops beyond, the cooperative coevolutionary algorithm based on
route distance grouping (RDG-MAENS), recently proposed by
Mei et al. Although Mei’s method has proved superior to pre-
vious algorithms, we discuss several remaining drawbacks and
propose solutions to overcome them. First, although RDG is used
in searching for potential better solutions, the solution generated
from the decomposed problem at each generation is not the best
one, and the best solution found so far is not used for solving the
current generation. Second, to determine which sub-population
the individual belongs to simply according to the distance can
lead to an imbalance in the number of the individuals among
different sub-populations and the allocation of resources. Third,
the method of Mei et al. was only used to solve single-objective
CARP. To overcome the above issues, this paper proposes improv-
ing RDG-MAENS by updating the solutions immediately and
applying them to solve the current solution through areas shared,
and then according to the magnitude of the vector of the route
direction, and a fast and simple allocation scheme is proposed
to determine which decomposed problem the route belongs to.
Finally, we combine the improved algorithm with an improved
decomposition-based memetic algorithm to solve the multiobjec-
tive large scale CARP (LSCARP). Experimental results suggest
that the proposed improved algorithm can achieve better results
on both single-objective LSCARP and multiobjective LSCARP.

Index Terms—Capacitated arc routing problem (CARP),
multiobjective optimization, problem decomposition.

I. INTRODUCTION

THE CAPACITATED arc routing problem (CARP)
is a classic non-deterministic polynomial (NP)-hard
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combinatorial optimization problem. CARP has a wide range
of applications, such as winter gritting, waste collection, and
snow removal [1], [2]. CARP has been deeply researched for
several decades. However, most of the previous work only
focused on single-objective optimization problems, which are
rarely representative of real-practical application [3]. In fact,
not only the minimum loop total consumption needs to be
found, but also other factors have to be taken into account.
In 2006, the optimized model for multiobjective CARP was
first proposed by Lacomme et al. [4]. In this optimized
model, optimizing the loop total consumption is a signifi-
cant problem. At the same time, it also aims at optimizing
the maximum loop total consumption generated by total vehi-
cles. However, these two optimization problems are conflict-
ing and cannot achieve optimal solution simultaneously [5].
Multiobjective CARP is confounded by the need for solving
a multiobjective optimization problem [6], [7], and a combina-
tional optimization problem simultaneously [8], which makes
it extremely challenging. In 1989, Moscato [9] proposed the
memetic algorithm (MA), which is a combination of the
global search based on populations and the local heuristic
search based on the individual. For an excellent review of
work in the field of “adaptive MAs,” see [10]. MA also has
a wide range of applications in solving NP-hard combina-
torial problems [11]. Tang et al. [12] proposed an MA [13]
with extended neighborhood search (MAENS) which is supe-
rior to a number of other state-of-the-art algorithms. MAENS
employs a novel local search operator that is capable of
large step sizes and thus has the potential to search the
solution space more efficiently [14], [15]. However, this algo-
rithm is only intended for solving single-objective CARP. To
overcome this shortcoming, D-MAENS, based on problem
decomposition, was presented by Mei et al. [16] to solve mul-
tiobjective CARP. MAENS is incorporated into D-MAENS
and its framework is similar to that of a multi-objective
evolutionary algorithm based on decomposition. Combined
fast nondominated sorting and crowding distance method is
adopted in D-MAENS [17]. The performance of D-MAENS is
evidently better than multi-objective genetic algorithm which
includes a local search procedure, however, there remained
room for improvement with respect to the offspring update and
allocation mechanisms. Thus, an improved decomposition-
based MA (IDMAENS) [18] was presented to further improve
D-MAENS. An elitist strategy is adopted in IDMAENS, which
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means that IDMAENS can retain an optimal solution of each
decomposed problem according to the direction vector of each
sub-problem while seeking solutions and the old solution will
be replaced by it at once. When solving each sub-problem,
the optimal solution of one sub-problem can provide favor-
able information to adjacent sub-problems via a neighborhood
sharing approach so as to accelerate the convergence.

Meanwhile, CARP usually has a large scale [19], which
is called large scale CARP (LSCARP) [20], [21]. Therefore,
we should not only study multiobjective CARP, but also
LSCARP. In 2008, Brandão and Eglese [22] first considered
studying LSCARP with the EGL-G test set to evaluate the
performance of algorithms used to solve LSCARP. Compared
with the usual demand edges from 11 to 190 basis set
(gdb [23], val [24], egl [25], and Beullens [26]), for all the
instances, the number of edges in need of services in EGL-G
group are more than 300. CARP is an NP-hard problem, which
means that the solution space exponentially increases as the
size of the problem enlarges. Most algorithms perform well in
small-scale and medium-scale, but ignore the scalability prob-
lems, which may lead to noncompetitive result or excessive
computation time when applied to solve LSCARP [27].

In order to solve LSCARP, a divide-and-conquer strategy
can be used to divide the large scale problem into several
small-scale sub-problems and then solve each sub-problem,
respectively [2]. Pearn [20] and Potter and Jong [28] pro-
posed a genetic algorithm with cooperative coevolution to
function optimization. And in 2006, a distributed cooperative
CA was proposed by Tan et al. [29] for multiobjective opti-
mization. These approaches can not only reduce the scale of
solution spaces, but also concentrate effort on searching direc-
tion on specific regions restricted by sub-problems. However,
optimal decompositions only form a small proportion of the
actual decomposition. Thus, solutions of sub-problems have
to be updated constantly so as to improve the quality of
decomposition along with perfection of solution space infor-
mation. In the context of evolutionary computation [30], the
cooperative coevolutionary (CC) approach realizes the strat-
egy of divide-and-conquer in a natural way which has been
applied to solve large-scale function optimization problems
successfully [31]–[33].

Mei et al. [34] presented random routing grouping (RRG),
a simple and effective decomposition scheme. RRG uses
the best-so-far routing information to ensure the best-
so-far decomposed program improved. RRG incorporates
the CC framework and optimizes the sub-problems with
MAENS. Evaluations using the EGL-G test set, demonstrated
the efficacy of CC framework and the RRG decomposi-
tion approach. For LSCARP, a CC algorithm based on
route distance grouping (RDG-MAENS) was proposed by
Mei et al. [2]. Experiments show that this algorithm is
superior to other existing algorithms with respect to solv-
ing LSCARP. However, there is still room to improve it in
the turnover of solutions and in solving multiobjective CARP:
1) the solution generated from sub-problems at each genera-
tion is not the best one, and the best solution found so far is not
used to solve the current generation and 2) to determine which
sub-populations the individual belongs to simply according to

the distance between them can lead to an imbalance in the
number of the individuals among different sub-populations and
the allocation of resources.

This paper, attempts to achieve the above two improve-
ments, by proposing and improved RDG-MAENS procedure
consisting of two stages.

1) First, problems are decomposed in a CC framework
based on the divide and conquer method, and then the
decomposed problems are solved from the decomposi-
tion solely. In this stage, the best-so-far solution is used
in each decomposed problem, updating it immediately
and applying it to solving the current solution through
shared areas.

2) Second, a fast and simple allocation scheme is pro-
posed to determine which decomposed problem the
route belongs to according to the magnitude of the vector
of the route direction.

The improved RDG-MAENS is called IRDG-MAENS.
Previously, RDG-MAENS has only been used to solve

large-scale single-objective CARP. For solving multiobjective
CARP, IDMAENS improves both offspring update mechanism
and distribution mechanisms based on D-MAENS. However,
IDMAENS still needs to be improved further to solve
LSCARP. In order to solve the multiobjective LSCARP effec-
tively, we combine IRDG-MAENS with IDMAENS to give
our proposed IRDG-IDMAENS method. Experimental results
indicate that IRDG-MAENS not only better meets the con-
straints of the feasible region compared with RDG-MAENS
in solving single-objective LSCARP, but also achieves better
results in much shorter time. In addition, for multiobjective
LSCARP, experimental results show that IRDG-IDMAENS
can find better results in contrast to the IDMANES algorithm.
Overall, for large scale tests, it produces better results than the
other compared algorithms.

The remainder of this paper is organized as follows. The
related work is introduced in Section II. The description of the
improved RDG-MAENS is proposed in Section III. Section IV
presents results of our experimental studies, which compare
the above algorithms using several public benchmark CARP
test data sets (small, medium, and large scale). The conclusion
is provided in Section V.

II. RELATED WORK

A. Single-Objective CARP Model

In line with [35], CARP can be simply described as follows.
Given a directed or undirected connected graph G = (V, E, A),
where V, E, and A represent the set of vertices, edge set,
and the arc set in the connected graph, respectively. A set
of vertices can be expressed as V = {v0, v1, . . . , vn}, where v0
represents the depot. The subsets of E and A are ZE ⊆ E and
ZA ⊆ A, which are also known as service tasks that need to be
provided. Every edge e in E has three nonnegative attributes,
the service demand d(e), the service consumed s(e), and after
consumption of c(e). ER = (e ∈ E|d(e) > 0) indicates the
task set of the edges. AR = (a ∈ A|d(a) > 0) represents
a collection of task arcs. There is a vertex of the V desig-
nated as the depot, v0, with the capacity Q for each vehicle,
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Fig. 1. Simple scheme for CARP.

serving edges, and arcs of G. The problem is to determine a set
of reasonable routes, so that all the needs of edges (or arcs)
have been serviced and each edge (or arc) is serviced only by
one vehicle. Meanwhile, the following constraints should be
satisfied: 1) the vehicle must start from the garage, and even-
tually return back to the garage; 2) all edges and arcs in need
of services must be serviced, and can be serviced only once
in the connected graph G; and 3) the total demand for vehicle
service tasks cannot exceed the capacity Q. The mathematical
model of CARP can be summarized as

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min f1(x) = ∑m
h=1 cost(Th)

where
cost(Th) = ∑|Th|−1

i=1 s
(
vhi , vh(i+1)

) × khi

+ c
(
vhi , vh(i+1)

) × (
1 − khi

)

(
vhi , vh(i+1)

) ∈ ER ∪ AR, ∀khi = 1, 1 ≤ h ≤ m
(
vh, vh(i+1)

) �= (
vtj , vt(j+1)

)
, ∀khi = 0, ktj = 1, t �= h

∑|Th|−1
i=1 d

(
vhi , vh(i+1)

) × khi ≤ Q, 1 ≤ h ≤ m

(1)

where Th = (vh1, vh2, vh3, . . . , vh|Th||kh1, . . . , kh|Th−1|) repre-
sents the sequence of the hth route, where khi = 1 denotes
the edge (vhi, vh(i+1)

) serviced by the hth vehicle and khi = 0
denotes that this edge is only traveled but not serviced by the
vehicle.

B. Multiobjective CARP Model

In single-objective CARP, we need to design only an opti-
mal route scheduling to find a subset of edges which should
be served subject to the constraint of vehicle limit under min-
imum collection, denoted as f 1(x). With the same constraints
in the model of single-objective CARP given in Section II-A,
the model of multiobjective CARP with two objectives can be
defined as

{
min f1(x) = ∑m

h=1 cost(Th)

min f2(x) = max1≤h≤m(cost(Th)).
(2)

It can be seen from (2), for multiobjective CARP, the total
cost of the entire program [denoted by f 1(x)] and the largest
consumption of m vehicles [denoted by f 2(x)] should be min-
imized simultaneously in multiobjective CARP. Furthermore,
a simple scheme for CARP is illustrated in Fig. 1.

In Fig. 1, the bold lines represent task edge, the dotted
lines indicate the nontask edge, and vi represents the inter-
section point between different edges. The depot is denoted
by v0. Meanwhile, we allocate two IDs for each task edge
(e.g., ID x1 from v1 to v5, while ID x6 from v8 to v0). In
Fig. 1, there are three routes: route 1 = (0, x1, x2, x3, 0),

Fig. 2. Flowchart of RDG-MAENS and two improvements of RDG-MAENS
in IRDG-MEANS.

route 2 = (0, x4, x5, x6, 0), and route 3 = (0, x7, x8, 0).
For single-objective CARP, we should minimize the total
cost [min route = (0, x1, x2, x3, 0, x4, x5, x6, 0, x4, x5, x6, 0)].
However, in multiobjective CARP, the largest consumption of
the circuits (routes 1–3) also should be minimized.

C. RDG-MAENS Algorithm

Mei et al. [2] proposed RDG-MAENS to solve CARP
effectively. For LSCARP, it considers the interaction between
variables. The entire evolutionary optimization process is
divided into several cycles by using the CC framework.
Furthermore, decision variables are partitioned into smaller
sub-problems solved separately. In this way, the solution space
can be greatly reduced, and the search space can be restricted
to an area which is defined only by a sub-assembly [33], [34].

RDG-MAENS uses the routing information of the best
solution so far. In other words, in each cycle, the prob-
lem is divided into several groups by using a best-so-far
decomposition program and updates the best-so-far solution
during the search. The flowchart of RDG-MAENS and the
two improvements of the proposed IRDG-MEANS are shown
in Fig. 2.

Although RDG-MAENS can identify better solutions in
the solution space, the solution assigned to each generation
of each sub-problem is not the best one. Furthermore, the
best-so-far solution does not participate in solving other prob-
lems immediately but is retained. The sub-problem solutions
are not reallocated dynamically according to the current popu-
lation information. In contrast, enables timely replacement for
the solutions of the decomposed problem (Improvement 1).
Second, IRDG-MAENS defines the distance between the
two paths based on the route from the sub-division of such
a problem, so that those routes which are closer to each
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other are more likely to be placed in the same sub-problem.
However, when solving multiobjective problems, if we simply
use proximity to determine which sub-populations the individ-
ual belongs to, this distribution may lead to an imbalance in
the number of individuals within the various sub-populations
and therefore an imbalanced allocation of resources. In order
to overcome this problem, we use a fast and simple alloca-
tion scheme in IRDG-MAENS (Improvement 2). A detailed
description of the two improvements is shown in Section III.

D. IDMAENS Algorithm

For multiobjective CARP, D-MAENS has been demon-
strated to be a competitive approach [16]. However, the
replacement mechanism and the assignment mechanism of the
offspring in D-MAENS remain to be improved. In response
to these issues, IDMAENS uses the same framework as
DMAENS but improves the replacement mechanism and the
assignment mechanism of the offspring [18]. First, it does not
replace the generations after all the offspring but replace with
the best solution of the current population in a timely fashion.
Therefore, the optimum solution can be incorporated into the
evolutionary process immediately. Second, elitism is imple-
mented by using an archive to maintain the optimal solution
in the allocation mechanisms, and these elite solutions can
provide helpful information for solving their neighbor sub-
problems by cooperation. Finally, fast nondominated sorting
and crowding methods for sorting solutions are used.

The replacement mechanism in IDMAENS keeps the opti-
mal solution for sub-problems on each direction vector after
decomposition. For LSCARP, in the proposed IRDG-MAENS,
we adopt the policy of divide and conquer. First to do is
to decompose a large-scale problem into independent decom-
posed problems by using RDG scheme, and then decomposed
problems are solved, respectively. In this process, timely
replacement strategy is adopted to retain their best solutions
after solving decomposed problem. According to interactions
and interdependence between variables after decomposition of
CC framework, the optimal solution takes part in solving adja-
cent decomposed problem and facilitates the finding of a better
solution in an identifiable potential area.

III. PROPOSED ALGORITHM

For LSCARP, an improved RDG-MAENS (IRDG-MAENS)
is proposed. In IRDG-MAENS, we first decompose a
large-scale problem into sub-problems, then solve these
sub-problems, respectively. First, the best-so-far routing infor-
mation is used and the solution to each decomposed problem is
reassigned dynamically based on the current population infor-
mation. The optimal solutions for each decomposed problem
are not updated once after all problems have been solved.
Instead, a better solution is immediately used in solving the
problems as soon as it has been obtained. Second, an improved
RDG decomposition program and IDMAENS are combined
for solving large-scale multiobjective CARP. In order to make
the individuals assigned to each problem equal, to evenly dis-
tribute computing resources, a fast and simple path allocation
based on the size of the direction vector is used to determine

Fig. 3. Timely replacement of solutions.

in which the route of decomposed problem to be placed. The
above two improvements in IRDG-MAENS are explained in
detail in the following sections.

A. Solutions for the Timely Replacement of IRDG-MAENS

For LSCARP, with a large number of decompositions,
the sub-problems are still NP-hard. To solve this problem,
Mei et al. [2] proposed the RDG decomposition scheme.
However, in the RDG decomposition program, the solution for
each decomposed problem in the current generation is not the
best one, and there is no dynamic reallocation for the solutions
of each decomposed problem based on the current population
information. Each best-so-far solution is reserved and does not
participate in solving the other decomposed problems.

To solve the above problem, we propose the follow-
ing improvements. We decompose the large-scale problem
according to the RDG algorithm, and then solve the respec-
tive decomposed problems to obtain the optimal solutions.
However, we do not wait until after the completion of all
the decomposed problems before updating the optimal solu-
tion, but instead we update it immediately and use it to
choose a good solution to participate in the current sub-areas
by sharing. This improved procedure accelerates the conver-
gence speed of the algorithm to find a better solution in
a shorter time, through timely replacement of better solutions
of every decomposed problem. This is consistent with the the-
ory of cooperation coevolution, and facilitates areas sharing
and finding potentially better solutions. The vivid process of
the replacement is shown in Fig. 3.

As shown in Fig. 3, in the process of solving the mini-
mization problem, points A∼L belong to a series of points in
the objective space, the point R = (min( f1(x)), min( f2(x)))
is the reference point for direction vector of all points in
the populations. Assuming to produce six evenly distributed
weight vectors, the multiobjective CARP is divided into six
separate decomposed problems, and then they are solved sep-
arately for the optimal solution of the decomposed problem.
Before the beginning of evolution, distribution representa-
tives for each decomposed problem solution are: A, C →
λ1, E, D → λ2, F, G → λ4, H → λ5, and I → λ6. We first
solve the decomposed problem by using individual A and the
adjacent individual C to evolve to individual B. It is clear
that the performance of the individual B is superior to C.



1004 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 46, NO. 4, APRIL 2016

TABLE I
SOLUTIONS FOR THE TIMELY REPLACEMENT OF

DECOMPOSED PROBLEM

Followed by the decomposed problem λ2, we get L by combin-
ing the individuals E, D, and B. Then, we replace the solution
and use it to participate in solving the adjacent problems in
a timely fashion. In IRDG-MAENS, the replacement mecha-
nism is also used in the decomposition scheme. In contrast
to the replacement method of direction vector solutions in
the IDMAENS, the optimal solution for the single objective
problem is retained in the IRDG-MAENS, and the frame-
work of CC is utilized by combining with the decomposition
method of the RDG. Finally, the solutions of current prob-
lems are replaced immediately by the means of sharing areas.
The timely replacement mechanism of offspring solutions in
IRDG-MAENS is shown in Table I.

B. Determine the Regions Which Individuals Belong to

The RDG-MAENS approach with the RDG decomposition
scheme can identify promising decompositions without using
geographic information [2]. In this algorithm, RDG decom-
position strategy is used to define the distance between two
paths, so that routes which are closer to each other are more
likely to be placed into the same decomposed sub-problem.
This approach has been proven superior to other existing algo-
rithms for solving large-scale single-objective CARP, however,
its performance in solving large-scale multiobjective problems
is still inadequate.

For each decomposed problem, we calculate the distance
between the paths based on the RDG decomposition scheme,
and then determine the route in which the individual is to
be placed according to the size of the distance. However,
under this distribution, a phenomenon can arise in which some
individuals become assigned to the same decomposed prob-
lem, while some parts of the problem are not allocated any
sub-instance. In order to ensure that each decomposed prob-
lem has the same number of individuals (i.e., ensuring even
allocation of computing resources), we propose a fast and
simple distribution method based on the size of the direction

Fig. 4. Determine the regions which individuals belong to.

TABLE II
IMPROVED ROUTE DISTANCE GROUPING DECOMPOSITION FOR

MULTIOBJECTIVE LSCARP

vector of the path. The vivid process of the distribution is
shown in Fig. 4.

In RDG-MAENS, RDG defines the distance between two
paths, so that those routes closest to each other are more
likely to be placed in the same sub-problem. We determine
the sub-population to which the individuals belong according
to how close those individuals are, so that in Fig. 4, indi-
viduals A, B, C, D, E, and L belong to Subpop1, individuals
F, G, H, K, and J belong to Subpop3, individual I belongs
to Subpop4, and there are no individual in Subpop2. The
distribution of the currently best solutions could be affected
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TABLE III
IMPROVED RDG-MAENS COMBINED WITH IDMAENS FOR

MULTIOBJECTIVE LSCARP

when solving multiobjective CARP in this way. Therefore, we
propose a fast and simple allocation scheme. We design the
algorithm to sort the individuals based on the angles between
the individuals and the axis f 1 as shown in Fig. 4. In Fig. 4,
the population includes 12 individuals A∼L. The distribu-
tion of solutions in IRDG-MAENS is as follows: A, B, C, D,
and L belong to Subpop1, individuals E and D belong to
Subpop2, individual F belongs to Subpop3, individual G
belongs to Subpop4, individuals K and H belong to Subpop5,
and individuals I and J belong to Subpop6. We seek to ensure
that the number of the individuals assigned to each population
is the same, thereby ensuring even distribution of computing
resources. This distribution method is shown in Table II.

C. IRDG-MAENS for Multiobjective LSCARP

IDMAENS has been proven superior to other algorithms
in solving multiobjective CARP [18]. However, referring to
LSCARP, IDMAENS has some limitations. For multiobjec-
tive LSCARP, it is unable to perform the decomposition under
the direction vector directly. The size of space to be searched
doubles with the scale of problem increasing, which makes
it more difficult to find potential solutions in such a large
solution space. Previous algorithms predominantly ignore the
problem of scalability.

From the description of two improvements in
IRDG-MAENS, we can see that IRDG-MAENS can:
increase convergence speed, update better solutions imme-
diately to participate in solving the current cycle and other
sub-problems; and is consistent with the theory of coevolution.

This approach enhances area sharing and searching potentially
better solutions, and also helps to maintain the diversity of
populations. Therefore, IRDG-MAENS combines IDMAENS
to solve multiobjective LSCARP. The details of the proposed
algorithm are shown in Table III.

IV. SIMULATION RESULTS AND ANALYSIS

A. Experimental Procedure

The performance of CC framework combined with RDG
decomposition strategy in RDG-MAENS mainly depends on
two parameters g and α for solving LSCARP. In order to
choose a good parameter to get good results, the parameters
are set as g = 2, 3 and α = 1, 5, 10. In IRDG-MAENS and
the combination of it with IDMAENS to solve LSCARP, the
parameters are set as g = 2, α = 5. For fair comparison, we
set the same parameters: the maximum number of iterations
Gmax = 500, population size psize = 30, the probability of
local search pls = 0.2, and the number of cycles = 50. We
have performed two kinds of experiments, as follows.

B. Test Problems

The performance of IRDG-MAENS versus RDG-MAENS
is tested in the first experiment. This experiment contains
three sets of test problems Beullens, egl, and EGL-G. The
test set of Beullens consists of data of the Belgian Flanders
intercity road network, including four sets of data containing
28–121 tasks under 25 different situations. D and F and C
and E in Beullens from the same network diagram, but these
problems have a larger capacity. The test set of egl is collected
from the applications of winter friction routing in U.K. con-
tains two maps and 24 test instances. Each different instance
is generated by setting a different set of tasks with different
vehicle capacity. The test set of EGL-G is based on the U.K.s
road network, which includes ten LSCARP instances with
347–375 tasks. In summary, all test sets are instances of large
CARP, but have differing sizes. In order to verify the effec-
tiveness of the proposed algorithm, we make a comparison
between IRDG-MAENS and RDG-MAENS.

The second experiment is to combine the
improve RDG-MAENS with IDMAENS which is
denoted as IRDG-IDMAENS to solve multiobjective
LSCARP. Experimental test cases include gdb (small scale),
val (mid-scale), egl and EGL-G (large scale). In order to set
a fair comparison, we use the same parameter values in both
experiments.

C. Wilcoxon Signed Rank Test

For comparing the performance among different algorithms
on CARP, the Wilcoxon signed rank test is used to estimate the
performance on each data set to verify the effectiveness of the
proposed method [36]. This method is appropriate for paired
comparison in T-test and does not rely on the distribution of
differences between paired data. Hence, normal distribution
is not required, and a symmetrical distribution is enough to
meet the requirements of the test. The difference of paired
observations needs to be tested to see whether they belong to
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TABLE IV
SIMULATION RESULTS OF TWO ALGORITHMS ON Beullens’C, D

the totality with zero-mean [37]. In the experiment, we use
the Wilcoxon signed rank test with a significance level 0.05.

D. Comparison Between IRDG-MAENS and RDG-MAENS
for Solving Single-Objective LSCARP

The results of IRDG-MAENS and RDG-MAENS for simple
objective LSCARP are listed in the following tables, which
also include the significant difference test values between the
two algorithms. In the tables: |V|, |E|, |T|, and τ represent the
number of nodes, total number of edges, number of tasks, and
minimum number of vehicles required to serve for total tasks,
respectively; p denotes the probability of equal value number
between two instances; h represents test results, where the
difference between two instances is not significant if h = 0,
and the difference between two instances is obvious if h = 1.
In terms of an evaluation index to rank various algorithms,
one algorithm will be called the winner if its mean value is
the minimum. Results in bold represent the best performance.

In Table IV, ten better solutions can be found by
IRDG-MAENS and only one solution is equal to that obtained

TABLE V
SIMULATION RESULTS OF TWO ALGORITHMS ON Beullens’E, F

by RDG-MAENS when testing 25 instances of Beullens’C.
As for another 25 instances of Beullens’D, IRDG-MAENS
yields 15 better solutions in contrast with RDG-MAENS, and
one solution is the same as that of RDG-MAENS. From
Table IV, it can be clearly demonstrated that better solutions
could be found by our proposed method, as compared with the
original algorithm. For Wilcoxon signed rank test, instances
C05, C09, C11, C13, C16, C19, C22, D03, D17, D18, D19,
D23, and D25 get h = 1, which indicates that the results
obtained by IRDG-MAENS are significantly better than those
of RDG-MAENS.

Table V shows the simulation results of IRDG-MAENS
and RDG-MAENS on Beullens’E, F data sets. Compared
with RDG-MAENS, 15 better solutions were generated
by IRDG-MAENS, and two solutions equal to those of
RDG-MAENS, when testing 25 instances of Beullens’E. For
25 instances of Beullens’F, IRDG-MAENS yields 13 better
solutions in contrast with RDG-MAENS. For the Wilcoxon
signed rank test, instances E03, E07, E11, E15, E18, E21,
E23, E24, E25, F04, F06, F07, F14, F23, F24, and F25
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Fig. 5. Convergence curves on Beullens.

get h = 1, which shows that IRDG-MAENS improves the
results significantly on these instances.

For a more detailed description of the test results of
IRDG-MAENS, Fig. 5 shows the convergence curve on
Beullens instances. In the figures, the x-axis indicates the com-
putational time in seconds and the y-axis represents the average
total cost of the best-so-far solutions over 30 independent runs.

In Fig. 5, the curves of IRDG-MAENS converge signifi-
cantly faster and it finds better solutions in a shorter time on
four test instances. The curve of IRDG-MAENS on D15 con-
verges faster than on C15, and a better lower bound is
obtained. The performance of IRDG-MAENS on D15 and
F15 is significantly better than on C15 and E15, and this is
due to the capacity of vehicles in D and F being twice that
in C and E.

Table VI presents the test results of IRDG-MAENS
and RDG-MAENS on the egl test set. Compared with
RDG-MAENS, 18 better solutions are obtained by using
IRDG-MAENS when testing 24 instances of egl. The
Wilcoxon signed rank test shows 11 out of the 18 best solu-
tions also show h = 1, which confirms their significance. It
explains that IRDG-MAENS can achieve better solutions than
RDG-MAENS on most large scale egl instances.

For a more detailed description of the test results of
IRDG-MAENS, Fig. 6 shows the convergence curve of
egl-e4-C, egl-s2-B, egl-e4-A, and egl-s3-B over 30 indepen-
dent runs.

Fig. 6 shows IRDG-MAENS can find a better solution
at a faster speed than RDG-MAENS on instances egl-e4-C
and egl-s2-B. However, IRDG-MAENS performs better on
the egl-s2-B instance than on the egl-e4-C instance. This
is because egl-s2-B has a larger number of tasks compared
with egl-e4-C. A similar result is apparent for egl-e4-A and
egl-s3-B.

In summary, IRDG-MAENS can find a better solution for
large scale single-objective CARP than RDG-MAENS with
a faster convergence rate, for the majority of tested instances.

TABLE VI
SIMULATION RESULTS OF TWO ALGORITHMS ON egl

Fig. 6. Convergence curves on egl set.

Table VII shows the results of IRDG-MAENS and
RDG-MAENS on EGL-G test data. Compared with
RDG-MAENS, seven better solutions can be found by
IRDG-MAENS, when testing ten instances of EGL-G. The
Wilcoxon signed rank test shows that for five out of the
seven instances of IRDG-MAENS gives the best solution,
“h = 1.” IRDG-MAENS has significantly improved the test
results on most of the very large scale EGL-G instances,
which shows the effectiveness of IRDG-MAENS in solving
single-objective LSCARP.

For a more detailed description of test results of
IRDG-MAENS and RDG-MAENS on EGL-G instances,
Fig. 7 gives the convergence curves for EGL-G. Fig. 7 shows
that IRDG-MAENS can converge faster than RDG-MAENS
and converge on better solutions. In all four cases, our pro-
posed method converges on a better or as good end result.
On two out of four instance, the convergence rate is obvi-
ously faster, on one it is similar, and on one slightly slower.
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TABLE VII
SIMULATION RESULTS OF TWO ALGORITHMS ON EGL-G

Fig. 7. Convergence curves on EGL-G.

Overall, IRDG-MAENS appears beneficial for finding better
solution, especially on large-scale problems.

In summary, with the increasing of tasks, the improvement
of IRDG-MAENS becomes increasingly obvious, suggesting
that IRDG-MAENS is a suitable method for solving single-
objective LSCARP.

E. Results of IRDG-IDMAENS in Solving the MOLSCARP

The following tables show experimental results of
IRDG-IDMAENS, which combines IRDG-MAENS and
IDMAENS, for solving multiobjective LSCARP. In the tables,
f 1 represents the optimal “total-cost” on each instance obtained
by the algorithm and f 2 denotes the optimization of max-
imum loop total consumption (makespan). To evaluate the
performance of IRDG-IDMAENS, we use three metrics.
First, ID indicates the distance between the true front and
the obtained nondominated set [38]. Smaller values indicate
better convergence. Second, purity also represents the con-
vergence of the algorithm, and a higher purity indicates
a better convergence [39]. Third, hypervolume (HV) is used
to evaluate the diversity and broadness of the solutions [40].

Table VIII lists the results of IRDG-IDMAENS on gdb
which is a small-scale data set. Table VIII shows that IRDG-
IDMAENS generates 17 solutions with better results than
IDMAENS on 23 sets of data, and the remaining six solutions
are almost as good as IDMAENS.

In order to show the distribution of the nondominated solu-
tions in the objective space, Fig. 8 graphs the results of
IRDG-IDMAENS and IDMAENS on four test problems. The
horizontal axis represents the total consumption of the circuit,
and the vertical axis denotes the maximum consumption of
a single circuit. The symbol “o” indicates IDMAENS, and
“*” represents IRDG-IDMAENS.

Fig. 8 shows that IRDG-IDMAENS has better convergence
on the gdb5 and gdb10 instances than IDMAENS which are
consistent with the value of purity according to its definition.
However, because the scale of the gdb test set is small, the
superiority of IRDG-IDMAENS for solving multiobjective
CARP is not obvious. The performance of the two algorithms
on this test set is similar.

Table IX shows the experimental results of testing
IRDG-IDMAENS on the val test set. Because val is a medium-
scale test set, the number of nondominated solutions for each
instance is relatively large.

Table IX shows that IRDG-IDMAENS finds 27 bet-
ter solutions than IDMAENS on val, and the other solu-
tions are approximately equal. Comparing values of ID,
Table IX shows that IRDG-IDMAENS obtains a better result
than IDMAENS on 21 instances. Meanwhile, the purity of
IRDG-IDMAENS is far superior to IDMAENS. This suggests
that IRDG-IDMAENS produces better convergence.

The distribution of the nondominated solutions obtained by
IRDG-IDMAENS and IDMAENS testing on val1B, val4A,
val5A, and val7A are shown in Fig. 9.

It can be seen from Fig. 9 that the ability of
IRDG-IDMAENS to find the optimum solution, and the con-
vergence rates of IRDG-IDMAENS, are visibly better than
those of IDMAENS. IRDG-IDMAENS can find more non-
dominated solutions than IDMAENS, which demonstrates that
the ability of IRDG-IDMAENS in searching for solutions
is stronger than that of IDMAENS. Using adjacent shared
areas, not only can accelerate the convergence rate but also
can increase the diversity of solutions. For the medium-sized
data set val, the advantages of IRDG-IDMAENS are sig-
nificantly greater than IDMAENS compared with the results
generated on a small-scale data set.

Table X shows the results of IRDG-IDMAENS on a large-
scale CARP data set egl. Each instance has a greater number
of nondominated solutions relative to the small-scale gdb and
medium-scale val data sets.

Table X shows that IRDG-IDMAENS generates 16 solu-
tions which significantly dominate those of IDMAENS, and
the other solutions do not show significant dominance by one
algorithm or the other. This suggests that IRDG-IDMAENS
can obtain better results than IDMAENS whether optimizing
the total circuit consumption or the maximum total circuit
consumption on large-scale data sets. For the metric HV,
IRDG-IDMAENS obtains a better solution on 18 out of 24 egl
instances than IDMAENS. The performance with respect to
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TABLE VIII
RESULTS OF IRDG-IDMAENS AND IDMAENS ON gdb

Fig. 8. Solutions obtained by two algorithms for the gdb set.

Fig. 9. Solutions obtained by two algorithms for the val set.

the ID metric is also more significant in IRDG-IDMAENS.
Furthermore, for purity, IRDG-IDMAENS finds the optimal
value “1” on ten out of the total 24 instances. These results
suggest that the proposed algorithm is effective for solving
multiobjective problems.

In order to see the distribution of the nondominated
solutions more clearly, Fig. 10 graphs the results of the
two algorithms on the test set egl. It can be seen from
Fig. 10 that the ability to find a better solution and the
convergence of IRDG-IDMAENS are both stronger than
IDMAENS. IRDG-IDMAENS performs well both on find-
ing better solutions in the middle region and on finding the
front of the multiobjective problem. IRDG-IDMAENS can
find more nondominated solutions than IDMAENS. The front

found by IRDG-IDMAENS is significantly better than that of
IDMAENS. IRDG-IDMAENS is effective in searching solu-
tions, and it is suitable for solving multiobjective LSCARP.

Table XI shows the values of ID, purity, and HV
on a large scale data set EGL-G. It can be seen from
Table XI that, for three metrics ID, purity, and HV,
IRDG-IDMAENS obtains nine solutions which significantly
dominate those of IDMAENS on EGL-G, again suggesting
that IRDG-IDMAENS outperforms IDMAENS for solving
multiobjective LSCARP.

In order to show the distribution of the nondominated solu-
tions in the objective space, the results generated by both
algorithms on EGL-G are shown in Fig. 11. Fig. 11 shows
that IRDG-IDMAENS can find better optimal solutions,
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TABLE IX
RESULTS OF IRDG-IDMAENS AND IDMAENS ON val SET

TABLE X
RESULTS OF IRDG-IDMAENS AND IDMAENS ON egl SET

which have better convergence to the true front than
IDMAENS. In summary, IRDG-IDMAENS can find a sig-
nificantly better front than IDMAENS in handling multi-
objective LSCARP. The convergence of IRDG-IDMAENS
is significantly better than IDMAENS, and the diversity of
IRDG-IDMAENS is also better in most instances which is
consistent with the values of the three metrics in Table XI.

As the scale of the data grows, the advantages of
IRDG-IDMAENS become increasingly apparent, as seen when

comparing the results on different sizes of (small, medium,
and large scale) test data. This is because IRDG-IDMAENS
uses the RDG decomposition program to solve large scale
problems, and dynamically allocates the solutions for each
decomposed problem on the basis of the current population
information. In addition, it performs timely updates of the opti-
mal solutions of decomposed problem and enables the replaced
solution to participate in the solution of the circulation
problem. IRDG-IDMAENS not only retains the characteristics
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Fig. 10. Solutions obtained by two algorithms for the egl set.

TABLE XI
RESULTS OF IRDG-IDMAENS AND IDMAENS ON EGL-G SET

Fig. 11. Solutions obtained by two algorithms for the EGL-G set.

of RDG-MAENS, but also retains the optimal solution for each
decomposed problem. Therefore, IRDG-IDMAENS presents
a fast and simple allocation scheme according to the mag-
nitude of the vector of the route direction, thereby evenly
distributing computing resources. Overall, the results suggest
that IRDG-IDMAENS is effective for solving multiobjective
LSCARP.

V. CONCLUSION

This paper has analyzed, and proposed improvements to,
the RDG-MAENS algorithm which has previously been used
for solving single-objective LSCARP.

Better solutions were generated when solving single-objective
LSCARP by using our proposed IRDG-MAENS algorithm, than
by RDG-MAENS. This is due to the proposed algorithm using
the RDG decomposition program to solve large-scale problems,
and dynamically allocating the solution for each decomposed
problem based on the current population information. Our
method benefits from updating the optimal solution of decom-
posed problem and enabling them to participate in solving
circulation problems. The improved algorithm not only retains
the advantages of RDG-MAENS but also retains the opti-
mal solution for each decomposed problem. Experimental
results show that the performance of IRDG-MAENS outperform
RDG-MAENS on most test data examples.
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However, many real-world applications require the opti-
mization of multiple objectives simultaneously. We often need
to optimize more than two conflicting objectives and generate
a set of good tradeoff solutions for different objectives. For
multiobjective problems, the performance of IDMAENS has
been verified as better than the other existing algorithms for
solving multiobjective CARP. Second, ensures that the number
of individuals of each decomposed sub-problem is similar, and
thus helps to equally distribute computing resources. A fast
and simple path allocation based on the size of the direction
is used to determine which decomposed problem the route is
placed in. Finally, we combine IRDG-MAENS algorithm with
IDMAENS to solve multiobjective LSCARP. Experimental
results suggest that IRDG-IDMAENS can find better solutions
than IDMAENS.

In order to make the model closer to practical applications of
arc routing problem, we also need to consider other factors and
the attendant increase of the complexity of the algorithm. In
future research, will investigate more complex formulations of
the arc routing problem, and will investigate ways of reducing
the complexity of the algorithms needed for their solution.
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