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Abstract—In the information age of big data, and increas-
ingly large and complex networks, there is a growing challenge
of understanding how best to restrain the spread of harmful
information, for example, a computer virus. Establishing models
of propagation and node immunity are important parts of this
problem. In this article, a dynamic node immune model, based
on the community structure and threshold (NICT), is proposed.
First, a network model is established, which regards nodes car-
rying harmful information as new nodes in the network. The
method of establishing the edge between the new node and the
original node can be changed according to the needs of dif-
ferent networks. The propagation probability between nodes is
determined by using community structure information and a
similarity function between nodes. Second, an improved immune
gain, based on the propagation probability of the community
structure and node similarity, is proposed. The improved immune
gain value is calculated for neighbors of the infected node at each
time step, and the node is immunized according to the hand-
coded parameter: immune threshold. This can effectively prevent
invalid or insufficient immunization at each time step. Finally, an
evaluation index, considering both the number of immune nodes
and the number of infected nodes at each time step, is proposed.
The immune effect of nodes can be evaluated more effectively.
The results of network immunization experiments, on eight real
networks, suggest that the proposed method can deliver better
network immunization than several other well-known methods
from the literature.

Index Terms—Dynamic propagation model, immune threshold,
node immunization, propagation probability.
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I. INTRODUCTION

AN EARLY use of the term “network” appears in elec-
trical systems: a circuit or part of it consisting of

several elements is called a network. The network enables
electrical signals to be transmitted according to a certain
requirement. In computing, network sometimes refers to a
set of connected computers, or more recently to the system
composed of several individuals connected via the World
Wide Web, such as a social network. Other forms of the
network include transportation networks, political networks,
the contagion of populations by biological pathogens, and
many other examples. By abstracting these network systems
into complex network structures composed of nodes and
edges, it is helpful to study the characteristics, functions,
and security of the network systems [1]. Information prop-
agation networks [2] and computer networks are a soci-
etally important infrastructure. Therefore, it is particularly
important to control harmful information [3] in information
propagation networks, such as inappropriate social media
content (preventing nasty images/videos from spreading via
Facebook), or virus propagation in computer networks. In
order to ensure the continuous spread of harmless information
and the normal operation of network systems in information
propagation networks and computer networks, while simulta-
neously preventing the spread of harmful information, there is
increasing interest within the research community in devel-
oping efficient and accurate methods of network immu-
nization or node immunization [4]. The purpose of node
immunization is to achieve the optimal effect of harmful
information or virus control under the condition of minimal
node immunization.

In order to study the characteristics of information or
virus propagation and network immune methods, a variety
of propagation network models has emerged. The thresh-
old model [5], [6], proposed to describe collective behavior,
has been widely used in solving the propagation threshold
problem in complex systems [7]. More recently, threshold
models have been extended to research multilayer networks [8]
and time networks [9]. The independent cascade (IC) model
was originally proposed in research on marketing mod-
els [10]. By introducing a time-delay parameter into the IC
model, a new continuous-time independent cascade (CTIC)
model [11] was proposed. Adding the dynamic time variation
to the CTIC model, the time-based asynchronous IC model
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(T-BASIC) [12] was proposed. The most widely used epi-
demic model [13], [14] was first proposed by Kermack and
McKendrick. There is also a susceptible-infectious model
(SIm), [15] suitable for modeling the initial outbreak of the
virus. The susceptible-infectious-recovered (SIR) model [16]
was proposed by adding a removed state to the SIm model.
Considering that each infected individual may be trans-
formed back into a susceptible individual after recovery,
with a fixed probability, the susceptible-infectious-susceptible
(SIS) model [17] was proposed. A stable Cox–Ingersoll–Ross
(SCIR) model [18] was proposed by introducing a new nodal
contacted state. Other network models include the adaptive
networks model [19], [20] and the activity-driven networks
model [21]. These are two popular models that are used to
describe the network structure and the propagation dynam-
ics process. Because these models predominantly ignore the
original connection between nodes in the real network, they
typically cannot explain the essential law of information or
virus propagation in the real network. To overcome this
problem, this article proposes a new network information and
virus propagation model, which describes the essential rela-
tionship between the network topology information and the
individuals in the real network, based on the network commu-
nity structure information and the similarity between nodes.
Our proposed model can be used to study the nodal immu-
nization problem which inhibits the propagation of harmful
information.

In order to better inhibit the spread of harmful information,
many network or node immunization methods have been
proposed. The purpose of node immunization is to immune
as few nodes as possible to achieve the optimal immune
effect. Classic immunization strategies include random immu-
nization [22], acquaintance immunization [23], and target
immunization [24].

Random immunization is also known as uniform immunity.
The immunized nodes in the network are selected randomly
without any information of the network or nodes. This method
is the simplest, but requires a priori knowledge of the min-
imum number of nodes requiring immunization to ensure
that harmful information does not continue to spread. This
method does not exploit models or rules of information or
virus propagation in the network.

Acquaintance immunization belongs to the class of meth-
ods known as decentralized immunization. Some nodes in the
network are randomly selected, and then some neighbor nodes
of these nodes are randomly selected for immunization. This
method requires much less network information. Nodes with a
large node degree are selected preferentially over nodes with
a small node degree. Due to incorporation of the additional
knowledge about node degree, the acquaintance immuniza-
tion method is typically more effective and efficient than the
random immunization.

Target immunization methods improve efficiency by exploit-
ing the knowledge of the attributes of the nodes, node
degrees, betweenness, and other information, e.g., select-
ing the core nodes in the network, which have a higher
node degree, and have a higher influence on other nodes.
This is more effective in suppressing the spread of harmful

information. This method can reduce the number of nodes
that need to be immunized, by better targeting the most critical
nodes.

Most of the existing nodal immunization methods are based
on the advance selection of k nodes for immunization. There
are three main approaches given as follows.

1) Static immunization (SI) [25], [26] selects k nodes for
immunization according to certain rules at the initial
moment of propagation, namely, before the spread of
harmful information.

2) Uniform immunization (UI) [27] attempts to immunize
during propagation. According to certain rules, the num-
ber of k/T nodes in each time step is selected for
immunization, where k is the total number of immune
nodes, and T is the estimated time of the propagation
process.

3) Exponent immunization (EI) [28] also performs immu-
nization during the propagation process. According to
certain rules, 2−t ∗ k nodes are selected for immuniza-
tion at each time step, where t is the number of time
steps. Determining an appropriate number of immune
nodes is another problem to be solved in suppressing
the spread of harmful information.

Because information propagation is often dynamic, dynamic
immune models are now attracting increasing attention from
the research community. This article proposes a dynamic
immune model, incorporating an immune method based on
the immune gain threshold. The main contributions of this
article are as follows.

1) Considering the situation of the real network, the node
carrying harmful information is abstracted as a new node
in the network. In the real network, harmful information
is more likely to spread within closely connected small
groups. Therefore, in this article, based on the com-
munity structure information in the network and the
similarity between nodes, the propagation probability of
the harmful information between nodes is calculated.

2) In order to judge more efficiently and accurately whether
any particular node should be immunized, an improved
immune gain based on the propagation probability of the
community structure and node similarity is proposed.
The improved immune gain value is calculated for the
neighbors of the infected node, at each time step, and
the node is immunized according to the given thresh-
old. This can effectively prevent invalid or insufficient
immunization at a certain time step.

3) In order to better evaluate the results of immuniza-
tion algorithms, a novel evaluation index is proposed in
this article. By considering both the number of immu-
nized nodes, and the nodes finally infected, the immune
effect of nodes and the efficiency of the immunization
approach, can be evaluated more accurately.

II. INFORMATION OR VIRUS PROPAGATION

A. Propagation Model

The information or virus propagation model was originally
abstracted from the problem of maximizing the influence of
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information propagation on social networks [29]. The connec-
tion between nodes is abstracted by establishing the network
structure. The propagation probability between nodes is used
as the weight of the edge to describe the process or charac-
teristics of the propagation of information or virus. A set of
initially infected nodes is generated and harmful information
or viruses are disseminated at each step. The nodes that suc-
cessfully transmit harmful information or viruses are called
activated nodes or infected nodes [30]. Contrary to the problem
of maximization of influence, this article studies the methods
to effectively suppress the spread of harmful information or
viruses. The propagation model in the maximization of influ-
ence can also be used to suppress nodal immunity in the
propagation of harmful information or virus. There are three
main types of common information or virus propagation mod-
els: 1) linear threshold (LT) model [31]; 2) IC model [32], [33];
and 3) SIR model [34].

In the LT model, the probability of node j being activated
is calculated by the state of its neighbor nodes and the prop-
agation probability between them. Given a fixed or randomly
generated threshold [35] between (0, 1), determine whether
node j is activated or not. The condition that node j is activated
is determined by the following formula:

∑

i∈Nin(j)

p(i, j) ≥ θ (1)

where j is the node to be activated, node i is the neighbor
node of node j, Nin(j) is the neighbor node of node j in the
set of infected nodes, and p(i, j) is the probability of dissem-
inating information from node i to node j. θ is the threshold
to determine whether the node is activated. It is important to
note that

∑

i∈N(j)

p(i, j) ≤ 1 (2)

where N(j) is the set of neighbor nodes of node j.
In the IC model, when node i is activated, it obtains an

opportunity to activate its neighbor node. When there is more
than one infected node in the set of neighbor nodes of node j,
the node j will be activated in the random order and can-
not be repeated. The weighted independent cascade (WIC)
model [36] is an extension of the IC model. In the WIC model,
the weight of the edge between nodes represents the propa-
gation probability between nodes, which is non-negative and
independent of the network structure. Compared with the SIm
model [37], the SIR model adds a recovery state which can
reflect some special viruses in the real network. For example, if
a man has smallpox and is cured, he will not be infected again,
nor will he pass it on to others. In the SIR model, nodes are
classified into three states: 1) susceptible (S); 2) infected (I);
and 3) recovered (R). S state indicates that the nodes are
not affected by the virus. I state indicates that the nodes are
affected by the virus and it can transmit the virus to other
nodes. R state means that the nodes are neither infected nor
infect other nodes.

In the traditional LT model, IC model, SIR model, and its
derivative model, the propagation probability between nodes

are usually only related to the states of nodes and their neigh-
bors. In real-world networks, the probability of spreading
information or virus between nodes is closely related to the
relationship and degree between nodes. Presently, there is no
suitable propagation model that starts from the connection
between nodes in the network. So they cannot explain the
essential rule of information or virus transmission in the real
network. In this article, a new network information and virus
propagation model is proposed based on the network topology
information and the essential relationship between individuals
in the real network. It can be used to study the problems that
how to suppress the spread of harmful information or viruses.
In the part of the experiment, the model in this article will be
analyzed and verified in detail.

B. Concepts in Complex Networks

In this section, the network community structure and the
similarity between network nodes mentioned in this algorithm
are briefly introduced.

1) Community Structure in Complex Networks: In order to
study the principles and functions of complex systems better,
complex systems are often abstracted into complex networks.
The complex network is composed of nodes abstracted by
individuals and edges abstracted by links between individuals.
Complex networks have the properties of scale-free [38], small
world, aggregation, and power-law distribution of degree.
There are differences in the degree of closeness between nodes
in complex networks. The edges in the network have diversity
and heterogeneity. It may be unidirectional or bidirectional.
The weights of the edges in the network may be different.
Studying these characteristics of complex networks is help-
ful to understand and analyze the structural characteristics
of various real network systems [39]. There are many sub-
structures in the real network structure, among which the
community structure is widely studied and analyzed because of
its contribution to the study of network functions and behavior
patterns [40], [41]. Community structure is a kind of sub-
network structure with tight internal connection and sparse
external connection [42]. It can be seen from this intuitive def-
inition that the community structure in the network is usually
a set of nodes with some common characteristics or similar
function to the entire system. In the scientific research coop-
erative network [43], the research group that the researchers
work together can be divided according to the unit where
the researcher belongs or according to the region. Community
structure in the network is formed by the partitioning results.
In the jazz musicians’ partnership model [44], the network can
be divided into black musicians’ group and white music group
by race. In Belgian mobile communication networks [45],
users speak the same language form the community structure
in the network. In the protein network [46], the community
structures are the sets of proteins with consistent functions.

2) Node Similarity: The node similarity in the network can
represent the influence ability between the two nodes. It can
be calculated according to the information of connected nodes
in the network. There are many kinds of functions for node
similarity measurement. Several common similarity functions
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Fig. 1. Example of a simple node intrusion model. (a) Before invasion.
(b) After invasion.

include RA index [47], Jaccard index [48], hub promoted
index [49], cosine similarity function [50], and so on.

III. DYNAMIC NODE IMMUNIZATION UNDER THE NEW

DYNAMIC PROPAGATION MODEL

A. Intrusion Node With Harmful Information and Virus

It is relatively simple to select nodes randomly in
the network structure as infected nodes carrying harmful
information or viruses. But in real social networks or virus
propagation networks, foreign persons or sources that carry
harmful information or viruses usually invade the network.
There may be one or more new nodes. The new node may be
connected to one or more nodes in the network. The spread
of the harmful information or virus carried by the new node
may end at the first moment, or it may still appear in the fol-
lowing moment. Harmful information or virus disseminated
between nodes may be unidirectional or bidirectional. These
depend on the actual applications. In this article, a dynamic
network model is established, in which nodes carrying harm-
ful information or viruses are abstracted into new nodes in the
network. The number of new nodes and the way of building
the edges between the new nodes and the original nodes in the
network can be changed according to the needs of different
networks. Fig. 1 shows an example of a simple node intrusion
model. The right part of Fig. 1(a) is an existing network struc-
ture. The left three nodes Inv1, Inv2, and Inv3 of Fig. 1(a) are
intrusion nodes with harmful information or viruses that sud-
denly appear at the initial moment. Suppose that at the second
moment, all three intrusion nodes complete the propagation of
harmful information or virus as shown in Fig. 1(b). The intru-
sion node Inv1 transmits the harmful information or virus to
the nodes 5, 7, and 17, the intrusion node Inv2 transmits the
harmful information or virus to the nodes 4, 6, 9, and 25,
and the intrusion node Inv3 transmits the harmful information
or virus to the nodes 19, 27, and 34 in the original network
structure. Then at the next moments, the harmful information
or virus that has already intruded in the network will continue
to spread between nodes. The object node that the intrusion
node spreads the virus may be randomly selected, also may
have some kinds of rules. For example, in the social network,
the harmful information is easier to disseminate through the
known person.

In the network propagation model shown in Fig. 1, the
new node terminates the infection at the end of the initial
moment. According to different reality, the number of nodes
and the propagation mode of the network propagation model
can be changed. For example, at the following moments, the
edges between the foreign nodes and the original nodes in the
network are still generated according to the propagation con-
dition of the foreign nodes. This article assumes that foreign
nodes only disseminate harmful information or virus at the ini-
tial moment, and the harmful information or virus propagation
between nodes is bidirectional.

B. New Propagation Model Based on Propagation
Probability According to Community Structure and Node
Similarity

In this article, a new network propagation model is estab-
lished, in which the foreign or the infected source carrying
harmful information or virus is abstracted as the new node in
the network structure. The connection between the new nodes
and the original network structure is established by the edge
between the new nodes and the original nodes. When there are
intrusion nodes in the network, namely, harmful information
or virus, the initial affected or infected nodes will continue to
spread harmful information or virus at the next moment. It can
be seen from Section II-A that the commonly used information
propagation network models often assign fixed propagation
probability to nodes in the network or simply assign the prop-
agation probability according to the number of node neighbors.
This is divorced from the relationship between individuals and
network topology information in real networks. For example,
there are 50 students in a class. Suppose there are several small
groups of well-connected students. Then these small groups
can be seen as societies in the network structure of this class.
When a student learns about some news or finds something,
he is most likely to tell his classmates in his group of friends,
at least tell them first. It can be seen that because of the closer
relationship between the members of the community structure,
when intrusion nodes carry harmful information or virus in
these network structures, the infection and propagation within
the communities will be more frequent and more serious.

In addition to the connections among the members of the
communities, each pair of connected nodes in the whole
network has different degrees of connection. When a node i in
the network carries harmful information or virus, it will dis-
seminate the harmful information or virus to its neighbor nodes
by probability. It is obvious that node i is more likely to dis-
seminate harmful information or virus to its neighbor nodes in
the same community than the neighbor nodes out of the same
community. From the community point of view, assuming that
node i is equally likely to disseminate harmful information or
virus to its neighbor nodes in the same community, the prob-
ability that node i disseminates harmful information or virus
to node j in the same community is the reciprocal of the num-
ber of neighbor nodes of node i. From the point of view of
the similarity between nodes, the probability of disseminat-
ing harmful information or virus between node i and node
j is related to their common neighbors. In conclusion, when
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Algorithm 1 Procedure of the Community Integration Strategy
Input: n: Total number of network nodes, Node connection

information;
Output: Network partition result f ;

1: Update the core node set ← calculate node degree;
2: Pre-partitioning result← calculate node similarity between each

core node and its neighbors; �D = 0;
3: while �D ≥ 0 do
4: Arrange the communities in a descending order according to

their external connection number;
5: for i = 1: Number of current communities do
6: Calculate �Du ← for the neighbor community u of the

community i;
7: Calculate �Dv ← find the community v corresponding

to the max(�Du);
8: if max(�Du) ≥ max(�Dv) then
9: label(v) =label(u)← merge u and v;

10: end if
11: end for
12: Calculate �D.
13: end while

node j and node i belong to the same community, the proba-
bility of node i disseminating harmful information or virus to
node j is related to the similarity between the two nodes. It
is also related to the number of neighbors in the community
which node i belongs to. When node j and node i are not in
the same community, the probability of node i transmitting
harmful information or virus to node j is only related to the
similarity between node i and node j.

In order to deal with the problem of probability assignment
of the large-scale propagation network model, the community
integration strategy based on an improved modularity density
increment for large-scale networks is used in this article to
detect the network structure [51]. An improved modularity
density increment was proposed as the objective function for
community integration in this method. The global judgment is
added to the local integration process, which can improve the
resolution of the modularity density function effectively and
reduce the probability of error integration. The experimental
results showed that the method can obtain more detailed and
accurate community partition results on large-scale networks.
The modularity density increment function �D is represented
as follows:

�D =
[

l(u)− lo(u)− lo(v)+ 3luv

ds(u)+ ds(v)

]

−
[

l(u)− lo(u)

ds(u)
+ l(v)− lo(v)

ds(v)

]
(3)

where u indicates any community in the network, v indicates
the neighbor community of community u, l(u) indicates the
number of connections within the community u, lo(u) indicates
the number of connections between the community u and the
outside, luv represents the number of connections between u
and v, ds(u) represents the sum of node degree of nodes in
community u, and ds(v) represents the sum of node degree of
nodes in community v.

The flow of the specific community detection method is
shown in Algorithm 1.

Fig. 2. Community detection results on the karate network.

After getting the results of community detection, based
on the dynamic propagation model, the propagation prob-
ability of harmful information or virus between each pair
of connected nodes is calculated according to the commu-
nity structure and the similarity between nodes. In order to
avoid the low influence of community attributes on propaga-
tion probability, the similarity function value in propagation
probability is divided by 2. The probability of node i trans-
mitting harmful information or virus to its neighbor node j is
calculated as follows:

p(i, j) =
{

Sim(i,j)
2 + 1

|Ni| , if j ∈ Ni
Sim(i,j)

2 , otherswise
(4)

where Sim denotes the degree of similarity between nodes i
and j, i and j denote any two nodes in the network, and Ni rep-
resents a set of neighbor nodes within the same community as
node i. As described in Section II-C, there are many methods
to calculate the similarity between nodes. Cosine similarity is
used as follows:

Sim(i, j) = |N(i) ∩ N(j)|√|N(i)||N(j)| (5)

where n denotes the total number of nodes in the network,
N(i) denotes the set of all neighbor nodes of node i, and N(j)
represents the set of all neighbor nodes of node j.

It can be seen that when the connected node i and node j
belong to the same community, the probabilities of transmit-
ting harmful information and virus of them are equal. Taking
the karate network [52] as an example, the division of commu-
nity and the calculation of propagation probability are given.
Shang et al. [52] observed and studied a karate club from 1970
to 1972 and established the karate network model. During
the observation period, club activities include regular karate
classes for members in club and social affairs (party, dance,
etc). The karate network consists of 34 nodes and 78 edges.

The result of community detection on the karate network is
shown in Fig. 2. It can be seen from Fig. 2 that the community
integration strategy based on the improved modularity density
increment divides the karate network into three groups. The
square, circle, and triangle represent three community struc-
tures, respectively. As can be seen, the association structure
within the members of the relationship is relatively close.

Based on the above results, the propagation probability of
harmful information or virus is calculated for each pair of
connected nodes in the karate network. Table I shows the prob-
ability of node 1 transmitting harmful information or virus to
its neighbor nodes in the karate networks.
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TABLE I
PROBABILITY OF NODE 1 PROPAGATING TO ITS NEIGHBOR NODES IN

KARATE NETWORKS

TABLE II
PROPAGATING PROBABILITY OF NODE 2 AND NODE 3 TO THEIR

NEIGHBOR NODES IN KARATE NETWORKS

From Table I, we can see that nodes 6 and 7 have the same
node degree, that is, equal neighbor nodes. Although they are
not in the same community of node 1, they have an equal
number of common neighbors with node 1. Therefore, it is
not difficult to understand that the propagation probability of
node 1 to nodes 6 and 7 is equal. Similarly, the propagation
probabilities of node 1 to nodes 13, 18, and 22 are equal.

Table II shows the probability of nodes 2 and 3 spreading
harmful information or virus to their neighbors.

It can be seen from Table II that the spread of information
or virus is directed. That is, in this propagation model, the
propagation probability of node 1 to node 2 is not equal to
that of node 2 to node 1.

In summary, the propagation probability is calculated for
each pair of connected nodes in the network, and the new
network propagation model is established. In the process of
node immunization, it is ensured that the immune nodes will
not be infected, and the propagation probability between other
nodes will not be affected, so it is not necessary to calculate the
propagation probability between nodes repeatedly in the pro-
cess of dynamic propagation, and the algorithm complexity is
greatly reduced. In this article, a propagation threshold pt is
given. The probability of the neighbor node of the infected
node being activated is calculated according to the propa-
gation probability. When the activation probability is greater
than the propagation threshold, the neighbor node is transmit-
ted harmful information or virus. The activation probability is
calculated as follows:

AP(i) = 1−∏
w∈Nin(i)(1− p(w, i)) (6)

where i and w are any two nodes in the network, AP(i) denotes
the activation probability of node i, Nin(i) is the neighbor node
set of node i in the infected node set, and p(w, i) represents the
probability of propagating harmful information or virus from
node w to node i.

In this article, it is assumed that the new nodes only
propagate harmful information or virus at the initial time,
and randomly select the nodes in the network to propagate.
Therefore, the community structure in the network is first

Algorithm 2 Procedure of Generating the Propagation
Network Model
Input: f : Network community partition results, n: total number of

network nodes, pt: propagation threshold, a, b: the number of
new nodes and edges, T: maximum time step, Node connection
information;

Output: Infected nodes set I;
1: for each pair of connected nodes do
2: Calculate Sim← the similarity of connected nodes;
3: end for
4: Initial infected nodes ← Randomly select a ∗ b nodes;
5: for t = 1:T do
6: for i = 1:n do
7: Calculate the activation probability AP ← for each

neighbor node in the initial infected node set;
8: if AP(i) > pt then
9: Add node i to the set of infected nodes set I;

10: end if
11: i = i+ 1;
12: end for
13: t = t + 1.
14: end for

detected and the propagation probability is allocated. The pro-
cedure of generating the propagation network model is shown
in Algorithm 2.

C. Modified Immunization Gain

This section will introduce the modified immune gain (MIG)
based on the proposed network propagation framework. The
immune gain represents the changes in the probability of
neighbors being infected after the node is immunized.

First, influence ability Ia of node i on the neighbor node
j outside the infected node set is calculated. The influence
ability represents the difference in the probability of neighbor
j being infected before and after node i is immunized. In this
article, the probability of node j being infected is not only
calculated according to its neighbor nodes in the infected node
set but also to all its neighbor nodes. The influence of node i
on node j is calculated according to the activation probability
of node i and the probability that all neighbor nodes of node
j propagate to it. The formula is as follows:

Ia(i, j) =
⎛

⎝
∏

v∈N(j),v 
=i

(1− AP(v) ∗ p(v, j))

⎞

⎠

−
⎛

⎝
∏

v∈N(j)

(1− AP(v) ∗ p(v, j))

⎞

⎠ (7)

where Ia(i, j) is the influence ability of node i on node j, AP(v)
is the activation probability of node v, p(v, j) is the probability
of node v spreading harmful information or virus to node j,
and N(j) is the neighbor node set of node j. The immune gain
of node i is calculated as follows:

MIG(i) =
∑

j∈Nout(i)

Ia(i, j) (8)

where MIG(i) is the immune gain obtained after immunizing
the node i, Ia(i, j) is the influence ability of node i on node j,
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and Nout(i) is all neighbor nodes of node i outside the set of
infected nodes.

D. Node Immunization

Node immunization in the network propagation model is
to reduce the spread of harmful information or virus. In
order to reduce the number of infected nodes in the whole
network at the end of the propagation, the nodes that are
most likely to be infected or play an important role in
the propagation process should be quarantined in advance.
According to the introduction in Section II-B, the immune
nodes will no longer participate in the propagation of harm-
ful information or virus in the proposed propagation model.
That is, the immune nodes will no longer be infected or
spread harmful information or virus to other nodes. The nodes
in the infected node set will propagate harmful information
or virus to the nonimmune nodes in the network at each
time according to the propagation probability. Based on the
proposed network propagation model and the improved node
immune gain, an effective node immune method is proposed,
which does not require the number of immune nodes in
advance. The efficiency and accuracy of the method are
improved by immunization against the neighbors of infected
nodes.

The node immunization methods should not only restrain
the propagation of harmful information or virus but also needs
to maintain the original function and information exchange
of the network. Previous algorithms always need the num-
ber of nodes to be immunized in advance. It is one sided to
achieve control of immune nodes in each time step only by
a fixed number. For example, the number of influential nodes
that needed to be immunized in a certain time step may be
more or less than the number of nodes that will be immu-
nized in this time step. This will reduce the accuracy and the
final effect of the entire immunization process. The number of
necessary immune nodes in each time step should be judged
more flexibly because of the randomness of the initial infec-
tion set during each propagation of harmful information or
virus. The immune method proposed in this article determines
the number of immunized nodes in each time step by a given
threshold value. It will be controlled from the point of view of
the attribute of the node itself, so as to improve the immune
accuracy.

The initial infection node set is determined according to
the network propagation model introduced in Sections III-A
and III-B. In this article, it is assumed that foreign nodes only
spread harmful information or virus at the initial moment.
After the initial infected node set is determined, the improved
immune gain value is calculated for the neighbor nodes of
nodes in the infected node set at each time. Then, we need
to determine whether or not to immunize the node against a
given threshold, and ensure that immune nodes no longer par-
ticipate in the propagation of harmful information or virus.
The procedure of the node immune algorithm is shown in
Algorithm 3.

In summary, the overall flowchart of the proposed algorithm
is shown in Fig. 3.

Algorithm 3 Procedure of the Node Immune Algorithm
Input: it: Immune threshold, I0: Initial infected nodes set, T:

maximum time step, Propagation model, Node connection
information;

Output: Immune nodes set IM, Infected nodes set I;
1: for t = 0:T do
2: for j = 1 : length(I(t)) do
3: Calculate MIG(j)← each neighbor node j of the nodes

i;
4: if MIG(j) > it then
5: Add the node j to IM;
6: end if
7: i = i+ 1;
8: end for
9: I(t)← Run propagation model;

10: t = t + 1.
11: end for

Fig. 3. Overall flow chart of the proposed algorithm.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Comparison Algorithms and Datasets

In order to validate the effectiveness of this article, the NICT
is compared with the following algorithms. The network prop-
agation framework of the following algorithms is based on the
framework given in this article. All the immune gain involved
is based on the improved immune gain given in this article.

1) Formal Position-Based Acquaintance-Degree Algorithm
(FPAD): In [53], an algorithm combining acquain-
tance algorithm with the formal position was proposed.
Since the proposed network propagation model is also
based on the similarity between nodes and community
structure information, this method is applied to node
immunization as one of the comparative algorithms. In
the problem of node immunization, formal posts are
regarded as the core nodes in the network [54]. In the
acquaintance algorithm, nodes with a higher degree in
the core node neighborhood will be immunized before
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TABLE III
REAL NETWORK INFORMATION

propagation begins. The total number of immune nodes
is k.

2) Dynamic Immunization (DI) Algorithm: The method of
dynamic node immunization given in [55] is adopted.
The immune gain between the current time step and
the next time step is compared before the node is
immunized.

3) Static Immunization (SI) Algorithm: The most classical
static immunization algorithm is used to immunize k
nodes in the network before propagation begins, where
k is the number of nodes immunized in advance.

4) UI Algorithm: The UI method is a kind of the dynamic
method. There are k/T nodes immunized in each time
step during propagation, where T is the total number of
propagation time steps.

5) EI Algorithm: The EI method is also a kind of dynamic
method. 2−t ∗ k nodes are immunized in each time step
during propagation, where t is the number of the current
propagation time step.

The methods are tested on eight real-world networks ranging
from small scale to large scale. The real network information
is shown in Table III.

B. Evaluation Index

The common evaluation method of the node immune effect
is to compare the number of infected nodes in the network
at the end of the propagation. When the number of immune
nodes is the same, the smaller the number of infected nodes
is, the better the immune effect is. The algorithm in this arti-
cle does not need to give the number of immune nodes in
advance, so in order to better compare the algorithm with the
contrast algorithm, a specific calculation method is proposed.
The evaluation index node immune effect (NIE) is presented
as follows:

NIE =
√

n

I
+ n

IM
(9)

where n is the total number of nodes in the network, IM is
the number of immune nodes at the last moment, and I is the
number of infected nodes at the last moment. It can be seen
that for the same network, when the number of immune nodes
is the same, the larger the number of infected nodes at the final
moment is, the smaller the value of NIE is, and the worse the
immune effect is. When the number of immune nodes is the
same, the smaller the number of infected nodes is, the greater
the value of NIE is, and the better the immune effect is.

It is need to note that in theory I and IM will not be zero.
When I or IM is zero, the value of NIE will be positive
infinity. Because in the propagation framework, the number
of propagation time steps has been given in advance, it has no
significant effect on the propagation when the immune nodes
are too small. The infected node may not increase due to the
limitation of the number of steps, thus the NIE value will
be larger. Therefore, the NIE function is not suitable for the
results with too few immune nodes.

C. Parameter Analysis

This section will analyze the parameters in this algorithm.
The main parameters in the propagation model are propagation
threshold pt and immune threshold it.

The propagation threshold pt is used to determine whether
the node can be activated during the propagation process. That
is, the activation probability of the node is compared with the
propagation threshold. The propagation model in this article
is tested on several real networks. There are 34 nodes in the
karate network and 115 nodes in the football network. The
initial number of infected nodes a∗b is set to 6 and the prop-
agation time step T is set to 10. There are 1589 nodes in the
netscience network. The initial number of infected nodes a∗b
is set to 20, and the propagation time step T is set to 50. There
are 10 680 nodes in the PGP network. The initial number of
infected nodes a ∗ b is set to 50, and the propagation time
step T is set to 100. After 20 runs, the average numbers of
final infected nodes in several real networks under different
propagation thresholds pt are shown in Fig. 4.

Fig. 4 shows that when the propagation threshold pt is set
to 0.1 or 0.2, all nodes in the karate network are infected at
the end of the propagation. When the propagation threshold
pt is set to 1, no node is infected during propagation. In the
football network, when the propagation threshold pt is set to
0.1 to 0.3, all nodes in the network will be infected at the
end. When the propagation threshold pt is set to 0.9 or 1,
few nodes are infected during propagation. In the netscience
network, when the propagation time step T is set to 50 and the
propagation threshold pt is set to 0.1 or 0.2, nearly one-third
of the nodes in the network are infected at the end. When the
propagation threshold pt is set to 1, only about 0.3% of the
nodes are infected during propagation. In the PGP network,
when the propagation threshold pt is set to 1, only about 0.2%
of the nodes are infected during the propagation process. That
is, nearly no harmful information is propagated. In conclusion,
when the propagation threshold pt is too high or too low, the
propagation model cannot reflect the harmful information or
virus propagation process well. Considering the performance
on both small-scale and large-scale networks, the propagation
threshold pt of the propagation model is set to 0.5.

The immune threshold it directly controls the number of
immune nodes in each time step in the immune algorithm.
The immune threshold should be selected based on different
network structures and sizes. Since the propagation probability
in this article is determined by the similarity between nodes
and the community structure information, and the similarity
between nodes is a cosine similarity function determined by
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Fig. 4. Average number of infected nodes in four real networks under dif-
ferent propagation thresholds pt. (a) Karate network. (b) Football network.
(c) Netscience network. (d) PGP network.

the node degree, the determination of the immune threshold
can be preliminarily determined according to the average node
degree of the network. The method is tested on several real
networks. There are 34 nodes in the karate network, and the
average node degree is 4.59. There are 115 nodes in the foot-
ball network, and the average node degree is 10.66. There are
1589 nodes in the netscience network, and the average node
degree is 3.45. There are 10 680 nodes in the PGP network.
The average node degree is 4.55. The initial number of infected
nodes a∗b is set to 50, and the propagation time step T is set
to 100. After 20 runs, the final immune situations of four real
networks under different immune thresholds are compared as
shown in Fig. 5.

Fig. 5 shows that when the immune threshold is set to
0.2, a relatively high NIE value can be obtained when the
number of immune nodes is small. This indicates that the
immune nodes play an important role in the transmission of
harmful information. When they were immunized, the num-
ber of infected nodes decreased significantly at subsequent
times. When the immune threshold is above 0.4, the num-
ber of immune nodes is 0. In the football network, when the

Fig. 5. Final immune situations of four real networks under different immune
thresholds. (a) Karate network. (b) Football network. (c) Netscience network.
(d) PGP network.

immune threshold is set to 0.4, a relatively high NIE value
can be obtained when the number of immune nodes is small.
When the immune threshold is above 0.5, it is easy to generate
too few immune nodes. In the netscience network, when the
immune threshold is set to 0.3, a relatively high NIE value
can be obtained when the number of immune nodes is small.
In the PGP network, when the immune threshold is set to 0.3,
a relatively high NIE value can be obtained when the number
of immune nodes is small.

In summary, the immune threshold setting is related to the
average node degree of the network. Through the analysis and
preliminary test of the average node degree of the network,
the specific value of the immune threshold in this experiment
is shown in Table IV.

D. Model Analysis

In order to verify the validity of the propagation model
proposed in this article, the comparison with the WIC model
in the karate network is analyzed. There are 34 nodes in the
karate network. As can be seen from Fig. 2, the karate network
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TABLE IV
AVERAGE NODE DEGREE AND IMMUNE THRESHOLD SETTING

OF EIGHT REAL NETWORKS

is divided into three community structures by community inte-
gration strategy adopted in this article. The initial infected
nodes are all set to 6, and the propagation time step is set
to 10. In the WIC model, the edge weight between nodes
i and j is w(i, j) = 1/|Nin(j)|, where Nin(j) is the neighbor
node set of node j in the infected node set. Fig. 6 shows the
information dissemination of the WIC model in the karate
network. Fig. 7 shows the information dissemination of the
model proposed in this article. pt is set to 0.5. The nodes
whose color changes in each time step are the activated nodes
at the end of the time step. The red nodes when t = 0 are the
nodes randomly selected as the initial active nodes. As can be
seen from Fig. 6, the number of activated nodes in the WIC
model reaches its maximum at t = 3. In the end of the time
step, only two nodes in the network were not activated. The
number of nodes activated at t = 1 was the largest and signifi-
cantly more than other times. The propagation probability only
depends on the state of the neighbor nodes. This model does
not take into account the actual laws of the network structure
and information propagation. As can be seen from Fig. 7, the
propagation model presented in this article no longer produces
active nodes after t = 4. In the end, 71% of the total number
of nodes in the network are activated by setting the parameter
propagation threshold pt = 0.5. At each time step, the number
of activated nodes is more uniform. The propagation depends
on the degree of closeness between nodes. In the propagation
process, the activated node still has the opportunity to dissem-
inate information to any neighbor node, which is more in line
with the actual situation of the real network. Therefore, the
model proposed in this article based on network community
structure information and node similarity can better explain
the essence of information or virus dissemination in the real
network.

E. Performance Comparison

In this section, the node immune effect of this algorithm
and comparison algorithms are analyzed in detail. In order to
compare several algorithms fairly, all the algorithms are tested
on the propagation model proposed in this article. Assume
that the new nodes only spread harmful information at the
initial time. For small-scale networks (karate, dolphin, foot-
ball, and SFI), the number of initial infected nodes is set to
6, and the maximum value of propagation time step is set
to 10. For medium-scale networks (netscience and power),
the initial number of infected nodes is set to 20, and the
maximum propagation time step is set to 50. For large-scale

Fig. 6. Information dissemination of the WIC model in the karate network.
(a) t = 0. (b) t = 1. (c) t = 2. (d) t = 3.

Fig. 7. Information dissemination of the model proposed in this article in
the karate network. (a) t = 0. (b) t = 1. (c) t = 2. (d) t = 3. (e) t = 4.

networks (PGP and Internet), the initial number of infected
nodes is set to 50, and the maximum propagation time step is
set to 100.
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Fig. 8. Node immunization result of the NICT running 20 times on the
power network.

Fig. 9. Immunization result of the SI algorithm running 20 times on the
power network. (a) k = 15. (b) k = 20.

In order to prove the effectiveness of the NICT, the node
immunization results of the NICT and the comparison algo-
rithms in the power network are analyzed. The three parts of
the graph from top to bottom represent the number of final
immune nodes, the number of infected nodes, and the number
of normal nodes. In order to compare the algorithms intu-
itively, the normal nodes in all result graphs are subtracted
from the same number according to the concrete situation of
the power network. Fig. 8 shows the node immunization result
of the NICT after 20 runs on the power network. Fig. 8 shows
that the NICT controls the number of the final infected nodes
between 50 and 83 in the power network. The number of
immune nodes is between 10 and 23. Although the number of
immune nodes in 20 runs of the NICT is different, the number
of final infected nodes in the network is relatively stable.

We set the number of immune nodes on the power network
to 15 and 20, respectively, for each of the five comparison
algorithms. Fig. 9 shows the immunization result of the SI
algorithm running 20 times on the power network.

As can be seen in Fig. 9, when the number of immune
nodes is set to 15, the best result of the SI algorithm in the
power network controls the number of infected nodes to 50,
and the worst result is to control the number of infected nodes
to 92. The immune effect is very unstable. When the number of
immune nodes is set to 20, the best result of the SI algorithm in
the power network is to control the number of infected nodes
to 56, and the worst result is to control the number of infected
nodes to 77. At the cost of increasing the number of immune
nodes, the worst case of node immunity is improved in the SI
algorithm, but the overall effectiveness is not obvious.

Fig. 10 shows the immunization result of the UI algorithm
running 20 times on the power network.

As shown in Fig. 10, when the number of immune nodes is
set to 15, the result of the UI algorithm in the power network

Fig. 10. Immunization result of the UI algorithm running 20 times on the
power network. (a) k = 15. (b) k = 20.

Fig. 11. Immunization result of the EI algorithm running 20 times on the
power network. (a) k = 15. (b) k = 20.

Fig. 12. Immunization result of the DI algorithm running 20 times on the
power network. (a) k = 15. (b) k = 20.

controls the number of infected nodes to 59–82. When the
number of immune nodes is set to 20, the result of the UI
algorithm in the power network is to control the number of
infected nodes to 60–78. Compared with the SI algorithm, the
stability of the UI algorithm is better, but the overall effect is
not high.

Fig. 11 shows the immunization result of the EI algorithm
running 20 times on the power network. Fig. 11 shows that
when the number of immune nodes is set to 15, the result of
the EI algorithm in the power network controls the number of
infected nodes to 55–71. When the number of immune nodes
is set to 20, the result of the EI algorithm in the power network
controls the number of infected nodes to 51–68. It can be seen
that the immune effect of the EI algorithm is relatively stable.
But at the cost of increasing the number of immune nodes,
the immune effect of the EI algorithm in the power network
is not obviously improved.

Fig. 12 shows the immunization result of the DI algorithm
running 20 times on the power network. Fig. 12 shows that
when the number of immune nodes is set to 15, the result of
the DI algorithm in the power network controls the number of
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Fig. 13. Immunization result of the FPAD algorithm running 20 times on
the power network. (a) k = 15. (b) k = 20.

TABLE V
NUMBER OF IMMUNE NODES OF THE COMPARISON ALGORITHM ON

EIGHT REAL NETWORKS

infected nodes at 66–96. When the number of immune nodes
is set to 20, the result of the DI algorithm in the power network
controls the number of infected nodes to 64–93.

Fig. 13 shows the immunization result of the FPAD algo-
rithm running 20 times on the power network. As can be seen
in Fig. 13, when the number of immune nodes is set to 15, the
result of the FPAD algorithm in the power network controls
the number of infected nodes to 57–124. When the number of
immune nodes is set to 20, the result of the FPAD algorithm
in the power network controls the number of infected nodes at
64–97. That is, at the cost of increasing the number of immune
nodes, the worst case of node immunity in the power network
is improved by the FPAD algorithm, but the overall immune
effect of nodes is not significantly improved. And the immune
effect is very unstable.

Compared with Fig. 8, it can be seen that the NICT cannot
only determine the number of immune nodes more flexibly but
also obtain better immune effect than five algorithms when the
number of immune nodes is less.

Obviously, the more the immune nodes is, the less the
number of infected nodes is. But this is contrary to the orig-
inal intention of nodal immunization. When the number of
immune nodes increases to a certain number, the immune
effect of some immune nodes may be poor. This will lead to
the decrease of the impact on the number of infected nodes.
Therefore, according to the approximate number of immune
nodes by the NICT in each network, the number of immune
nodes in the comparison algorithm is set as shown in Table V.
The best NIE values of the NICT compared with those of
the five comparison algorithms running 20 times in eight real
networks are shown in Table VI. The average NIE values of
the NICT compared with those of the five comparison algo-
rithms running 20 times in eight real networks are shown in
Table VII. Bold numbers denote the optimal values.

TABLE VI
BEST NIE VALUES OF SIX ALGORITHMS RUNNING 20 TIMES IN EIGHT

REAL NETWORKS

TABLE VII
AVERAGE NIE VALUES OF SIX ALGORITHMS RUNNING 20 TIMES IN

EIGHT REAL NETWORKS

Compare the results of each algorithm in Figs. 8–13 on
the power network. It can be found that the NICT has the
best control of the number of infected nodes in the network
without giving the number of immune nodes in advance. The
node immune effect of the EI algorithm is optimal and very
stable. It can be found from Tables VI and VII that the most
of maximum and average NIE values obtained by the NICT
are optimal. Although the maximum NIE value of the EI algo-
rithm is not optimal compared with that of the NICT and SI,
the average NIE value of obtained by EI is just lower than
that obtained by the NICT. So the effect of the algorithm is
stable. The validity of the NIE evaluation index proposed in
this article is further verified. By calculating the maximum
value of NIE, we can compare the optimal situation of the
number of infected nodes that the algorithm can achieve. By
calculating the average value of NIE, the stability of the algo-
rithm can be better reflected. Thus, the node immune effect
of the algorithm can be evaluated and compared more effec-
tively. As shown in Tables VI and VII, the NICT can get
the highest maximum NIE values in eight real networks com-
pared with the five comparison algorithms. The NICT can
get five best results of the average NIE values in the eight
real-world networks. Therefore, the NICT has a significant
improvement compared with the comparison algorithms on the
optimal results of the node immunization without giving the
number of the immune nodes in advance.Compared with the
comparison algorithms, the stability of the NICT is also dom-
inant on the whole. Moreover, in large-scale networks, the
advantages of the NICT will be more obvious because the
number of immune nodes is more difficult to determine.

V. CONCLUSION

In this article, a dynamic node immune model based on the
community structure and threshold (NICT) has been proposed.
In real networks, harmful information is more likely to spread
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within closely connected small groups. Therefore, we propose
a method for calculating the probability of propagation of the
information or virus between nodes, based on the community
structure information in the network and the similarity between
nodes. In addition, in order to be more flexible to immune
network nodes, we have proposed an improved immune gain
based on the propagation probability of the community struc-
ture and node similarity. The improved immune gain value
is calculated for the neighbors of infected nodes at each time
step, and the immunization of the nodes is determined accord-
ing to the given threshold. This can effectively prevent the
situation of ineffective or too little immunization at certain
time steps. Finally, an evaluation index of the node immune
effect has been proposed. This evaluation index takes into con-
sideration the numbers of immune nodes and infected nodes
at the same time, facilitating the evaluation of the immune
effect and the efficiency of the node immunization process.
The experimental results show that our proposed NICT method
yields a better node immunization effect, and verifies the
effectiveness of the NIE index.

However, we note that the NIE function is not suitable for
situations in which the number of immune nodes is too small.
In future work, this problem will be studied further.
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