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Abstract—Existing fusion-based local community detection
algorithms have achieved good results. However, when assign-
ing a node to a community, similarity functions are sometimes
used, which only use node information, while ignoring connection
information within the community. These algorithms sometimes
fail to find influential nodes, which eventually leads to the failure
to find a complete local community. To address these problems,
a new local community detection algorithm is proposed in this
article. Two strategies, of strong fusion followed by weak fusion,
are used alternately to fuse nodes. Compared with using two
fusion strategies alone, the alternating loop method can improve
the solution of the algorithm in each stage. In strong fusion, we
propose a new membership function that considers both node
information and connection information in the local community.
This improves the quality of the fused node while preserving the
structure of the current community. In weak fusion, we propose a
parameter-based similarity measure, which can detect influential
nodes for a local community. We also propose a local community
evaluation metric, which does not require true division to deter-
mine the optimal local community under different parameters.
Experiments, compared to six state-of-the-art algorithms, show
that the proposed algorithm improves accuracy and stability, and
also demonstrate the effectiveness of the new local community
evaluation metrics in parameter selection.

Index Terms—Evaluation metrics, local community detection,
membership function, strong fusion, weak fusion.

I. INTRODUCTION

COMPLEX networks are a kind of network that exhibits
self-similarity, small world, scale-free, and other useful
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properties. They can be used to describe a variety of dif-
ficult systems in real-world applications [1]. The entities in
a system can be abstracted into network nodes, and the
relationships between entities can transform into edges [2].
Therefore, the composition and function of such systems can
be analyzed by studying complex networks [3]. For exam-
ple, in social networks, each individual is a node, and there
are edges between connected nodes. Finally, by performing
community detection on the constructed social network, dif-
ferent types of groups in the network can be obtained, and
more active and influential individuals in each group can be
identified [4]. The community structure in a complex network
can be intuitively expressed as a node set composed of multiple
nodes, and a complex network can be divided into multiple
communities [5]. Studying the community structure of a com-
plex network, that is, discovering the smaller substructures in
the network, helps to further visualize and analyze complex
systems and is the key to understanding and revealing the orga-
nizational principles in such networks [6], [7]. Community
detection has applications in many fields, ranging from biol-
ogy, power systems, physics, and statistics to sociology. It is
of great significance for the research of applications, such as
trajectory clustering, recommendation system, anti-terrorism,
virus propagation, and routing protocols [8].

A. Related Work on Community Detection Algorithms

Global community detection attempts to divide the overall
network into multiple communities. The main detection meth-
ods include label propagation algorithm, non-negative matrix
decomposition, deep learning, and evolutionary clustering [9].
Local and global structure information are vital in com-
munity detection [10]. However, with the increase of data
scale, the running time and memory required for global com-
munity detection increase [11], especially the evolutionary
algorithms [12]. Many times, the overall community struc-
ture may often not be necessary [13]. With the increase
of the network scale, the network’s community structure
becomes unclear. It is challenging to perform global detection
on a large-scale network, which requires extensive comput-
ing resources. Sometimes, when a single node or a single
community structure is focused on, using local community
detection methods is most efficient [14]. Local community
detection only finds the community where the initial node
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is located [15]. This initial node can be any point on the
network, also known as a seed. Compared with global commu-
nity detection, local community detection only focuses on the
network part of the interest [16]. It uses the local information
of the initial node to generate the entire local community. It
is faster and more effective for some practical applications,
avoiding computational expense [17]. However, due to the lack
of neighborhood community and other information and the
influence of noise and redundant information in the network
topology, it cannot be easy to find local communities. Such
algorithms are prone to convergence on local optima.

The fundamental challenge in local community detection is
how to expand the community from the initial node. The mod-
ularity function and the relation strength function determine
the effectiveness of these methods. The modularity func-
tion is a measure of the community structure. The nodes
within a community are closely connected, while links from
within the community to outside the community are relatively
sparse [18]. Newman proposed the modularity function Q [19]
to evaluate the quality of global community detection. The
larger the value, the better the algorithm has performed. There
are many variations of the modularity function, and some
multiobjective optimization algorithms [20] have been used
to optimize multiple modularity functions. For local commu-
nity detection, Tabarzad and Hamzeh [21] proposed a local
modularity R. Luo et al. [22] proposed another local modular-
ity M. Both R and M are used as maximization optimization
functions to solve local community detection. When there
is no core part in a local community, the values of R and
M are equal [23]. During community detection, the discov-
ered communities require their internal connections to be tight
and require that the nodes in the community are similar.
Therefore, many similarity functions based on node neigh-
bor information have been proposed [24]. The relationship
strength function is used to measure the similarity between
nodes or the membership between the community and its
neighboring nodes. However, these functions only use node
information and ignore the connection information within local
communities. While we observe that this topology information
can help to improve the accuracy of community expansion.

Local community detection algorithms based on fusion strat-
egy and membership function have achieved useful results.
M-based method and R-based method are two greedy local
community detection algorithms by maximizing the local mod-
ularity M and R. They are sensitive to the position of the seed
nodes and this can lead to obtaining low detection accuracy.
Some other local community extension methods have been
proposed in the past few years. These methods have enabled
mining more connection information by improving modularity
and similarity functions, or designing new algorithms according
to the local community structure. Chen and Wu [25] proposed
replacing the seed with a local central node to expand the
community, which overcomes the sensitivity of seed position.
Jiang et al. [26] proposed complete local influence to detect
nuclear nodes as seed points. However, this method can only
obtain the local community of specific nodes in the network.
Chen et al. [27] proposed local community detection based
on local centrality nodes. They use the node with the largest

centrality in the first multilayer neighbor of the seed node to
replace it as the initial node of local community expansion.
However, this method does not consider the similarity between
the core node and the original seed node. Ding et al. [28]
further improved the algorithm by using core nodes to replace
seeds and advanced two rules for expanding local community.
A neighboring node can be integrated into the community as
long as it meets one of the two rules, which improves the use of
node information. This algorithm only uses one fusion strategy
in each stage of the algorithm, which makes it easy to obtain a
very closely connected local community in the initial stage of
the algorithm. Although the modularity is high, it is impossible
to expand nodes on a large scale in the subsequent stage of
the algorithm, and finally leads to the local optimization of
the entire algorithm. In [29], the local community detection
method based on nearest nodes with greater centrality used the
nearest node with greater centrality (NGC) for local community
detection. It calculated the fuzzy relation between the node and
its NGC node. Luo et al. [30] designed two methods: local
community detection with the dynamic membership function
R and M (DMF_R and DMF_M). Both methods include three
stages. At each stage, the author considered the characteristics
of the local community, and then proposed three corresponding
dynamic membership functions based on these characteristics.
Liakos et al. [31] proposed an algorithm uncovering local hier-
archical overlapping communities at scale (LDLC). It used a
new similarity function S improved by function Jaccard to
calculate the similarity of two pairs of links. LDLC focused
on the similarity of two links that shared a common node and
merged links gradually in the ranking order according to S.
These methods do not specifically find some influential nodes
for the local community, resulting in their failure to obtain
a complete community. The influential nodes refer to some
central nodes in a local community, which ensure that the
community can continue to expand. Without the nodes with
rich connection information and influence, algorithms are prone
to stopping early after only identifying a subset of the true
local community.

B. Motivation and Innovation

To address the above challenges, this article proposes a
local community detection algorithm with an alternating cyclic
strong fusion and weak fusion strategy (ASFWF). ASFWF
uses strong fusion and weak fusion strategies to alternately
integrate nodes into local communities. Its characteristic is that
after each strong fusion, a weak fusion is executed immedi-
ately. The alternating cycle is carried out until no node satisfies
the strong fusion condition. The strong fusion strategy aims at
the structure of the local community, while the weak fusion
strategy is to find influential nodes.

Strong integration is a fusion method based on optimiz-
ing two modularity functions. Each integration node must
increase the modularity value of local communities to ensure
the structure of communities. In the strong fusion, we pro-
pose a new membership function. This function not only
uses the node information but also considers the connection
information within the local community. This function can
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better judge the complex relationship between nodes and com-
munities, so as to improve the accuracy of local community
detection. The weak fusion method proposed in this article
is a parameter-based fusion strategy. The ability of the strat-
egy expanding the community can be improved by adjusting
the parameters. In weak fusion, we propose another member-
ship function, which is designed to ensure that those nodes
with strong relationships with local communities are finally
integrated into the community, and the point with the largest
node degree becomes the influential node. In order to set the
parameters correctly, we also propose a local community eval-
uation index without real label which we incorporate into
this algorithm. Parameter-based weak fusion helps to inte-
grate nodes with rich information into local communities, so
as to increase local available information and increase the
detection width of local communities. ASFWF, which alter-
nately circulates the strong and weak fusion strategies, not
only integrates the nodes with high accuracy but also expands
the influential nodes in the process of community detection.
So, the algorithm can incorporate different types of nodes in
each stage, and improve the accuracy of final local community
detection.

The main contributions of this article are as follows.
1) Two fusion strategies are used, called: a) strong fusion

and b) weak fusion. In contrast to previous methods,
the two strategies are used alternately in an iterative
cyclic process. This alternating cycle mechanism enables
the algorithm to integrate different types of nodes in
each stage.

2) In strong fusion, a new membership function is defined.
The function uses not only the neighbor information
of the node but also the connection information in
the local community, which can better discriminate the
membership relationship between the nodes and the
communities.

3) Another new membership function is designed for use
in the weak fusion process, and the ability of the fusion
strategy to expand the community can be controlled by
adjusting a parameter. In order to select the parameter
correctly, a local community evaluation index without
real community division is proposed.

The remainder of this article is arranged as follows.
Section II introduces the design and overall flow of
ASFWF. Section III details the experiments and the simulation
results. Section IV gives the analysis of parameters and fusion
iteration mode. Section V provides concluding remarks.

II. PROPOSED ALGORITHM

The strong fusion and weak fusion strategies alternate
in the process of community discovery, so that the algo-
rithm can integrate different types of nodes in each stage.
The block diagram of the proposed algorithm is shown in
Fig. 1.

This section first introduces the two fusion strategies used
in our method. Then, the complete process and analysis of
ASFWF are presented. Finally, the new evaluation metrics
are given.

Fig. 1. Block diagram of the proposed algorithm.

A. Strong Fusion

Strong fusion is a strategy for merging nodes based on the
modularity and membership functions. In networks without
real labels, the modularity function Q is often used to evaluate
community detection algorithms. The focus of local modular-
ity R is to divide the local community into a boundary part
and a core part. The boundary part refers to the community’s
nodes that are still connected with the outside. The core part
refers to the nodes that are not connected with the outside of
the community.

The local modularity R is the ratio of the number of com-
munity edges connected with the boundary node to the number
of edges connected with the boundary node by the entire
network. The local modularity M is the ratio of the total num-
ber of edges in the local community to the number of edges
from nodes in the community to nodes outside the community.
When there is no core part in the local community, the values
of R and M are equal. For the similarity function based on
node neighbor information, the similarity function CN only
uses the number of common neighbors between two nodes to
determine the similarity value, ignoring the characteristics of
the nodes themselves. The theoretical basis of the similarity
function Jaccard is that the greater the ratio of the common
neighbors of two nodes, the better. The similarity functions
HP and HD are the common neighbors to the minimum node
degree and maximum node degree, respectively. In contrast to
other local community detection algorithms, ASFWF uses two
modularity functions: 1) modularity M and 2) modularity Qlcd
adjusted by modularity Q, to optimize the community jointly.
The definition of M is

M = ein

eout
(1)
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where ein is the number of edges in the local community, and
eout is the number of edges connecting points within the local
community to points outside the community.

The Qlcd is defined as follows:

Qlcd = ein

S
−

(
din

2S

)2

= ein

S
−

(
2ein + eout

2S

)2

(2)

where din is the sum of the degree of all nodes in the local
community and satisfies din = 2ein+eout. S is the total number
of edges in the entire network.

The greater the values of modularity M and Qlcd, the more
the local communities meet the requirement of tight internal
connections and sparse external connections. Therefore, in
strong fusion, the node to be merged in the local commu-
nity must satisfy �M ≥ 0 and �Qlcd ≥ 0 at the same time.
Define the nodes that meet this requirement as the set Ns, and
the final fusion node is selected from it. �M and �Qlcd can
be calculated as follows:

�M = ein + x

eout − x + y
− ein

eout
(3)

�Qlcd = ein + x

S
−

(
2ein + eout + x + y

2S

)2

(4)

where x represents the number of neighbors of node vi to be
fused in local community C, and y indicates the number of
neighboring nodes not in the local community C. So, the sum
of x and y is equal to the degree of the node vi.

Formula (1) shows that when a community includes the
entire network, M will be infinite. Although it satisfies
�M ≥ 0, it is obviously not wanted. For avoiding this problem
in some small networks, this article uses two optimization
goals M and Qlcd. Qlcd introduces global information, that is,
the total number of network edges. From (2), Qlcd is nonzero,
so if the entire network is integrated into a local community,
the value of Qlcd will be 0, which does not meet the condition
of �Qlcd ≥ 0. Limit the situation of excessive fusion.

After obtaining the node set Ns from the two modularity
functions, the node from Ns that maximizes the membership
function fm1(vi) is finally selected as the fusion node in strong
fusion. The definition of the formula fm11(vi, vj) is as follows:

fm11
(
vi, vj

) =
∣∣N(vi)

⋂
N

(
vj

)∣∣ + 1∣∣N(
vj

)∣∣ , vj ∈ N(vi)
⋂

C (5)

where N(vi) indicates the neighboring nodes set of node vi,
and vj belongs to the intersection of the neighboring nodes
of vi and the local community C. |N(vj)| represents the num-
ber of neighboring nodes of vj. Analogy fm11(vi, vj) gives the
definition of fm12(vi, vj)

fm12
(
vi, vj

) =
∣∣NN(vi)

⋂
NN

(
vj

)∣∣ + 1∣∣NN
(
vj

)∣∣ , vj ∈ N(vi)
⋂

C (6)

where NN(vi) represents the second-layer neighboring nodes
set of vi, which is defined as NN(vi) = {vk|vk ∈ N(N(vi))}.
fm12(vi, vj) is the number of second-layer neighbors of nodes vi

and vj compared to the number of second-layer neighbors of vi.
Equations (5) and (6) calculate the similarity between two

Algorithm 1 Strong Fusion
Input: network G, local community C, neighboring node set N;
Output: local community C;

1. initialize Ns = ∅;
2. for each vn ∈ N:
3. if �M ≥ 0 & �Qlcd ≥ 0:
4. put vn to Ns;
5. end if
6. end for
7. for each vi ∈ Ns:
8. Calculate fm1(vi), save max fm1(vi) as vbest;
9. end for

10. Add vbest in C;
Return C.

nodes. Based on these two formulas, the membership function
fm1(vi) used in strong fusion is given as

fm1(vi) = max
vj∈N(vi)

⋂
C

din
(
vj

)(
fm11

(
vi, vj

) + 0.1 ∗ fm12
(
vi, vj

))
(7)

where din(vj) calculates the number of connected edges of vj

in community C, which is called the node degree of vj in com-
munity C. For constant 0.1 of fm12(vi, vj), function (7) uses the
first two layers of neighbor information of the node. Compared
to the similarity function using only one layer of neighbors, it
can better utilize the connection relationship between nodes.

As the local community expands, the distribution and con-
nections within the local community change, dramatically
impacting the membership strength of nodes and the commu-
nity. Therefore, this article introduces din(vj), which takes the
connection information of node vj in the local community as
its influence in the local community. The greater this influence,
the greater the membership relationship between nodes similar
to vj and local communities. In particular, when (7) is applied
to the initial local community, there is only a seed node in
the community and there is no connection information, that is
din(vj) = 0 and fm1(vi) = 0, it cannot judge the membership
strength. So, fm1(vi) is finally defined as

fm1(vi) =
{

fm11(vi, vseed) + 0.1fm12(vi, vseed), |C| = 1
maxvj∈N(vi)

⋂
C din

(
vj

)(
fm11

(
vi, vj

) + 0.1fm12
(
vi, vj

))
, else

(8)

where vseed is the seed node. The membership function fm1(vi)
is used in strong fusion to calculate the intimacy relationship
between node vi and the local community C. The larger the
value, the more vi belongs to community C. So, the node with
the largest fm1 in Ns is chosen to be integrated. Finally, strong
fusion is summarized as Algorithm 1.

B. Weak Fusion

In strong fusion, the nodes of each fusion can increase
the modularity of local community. This means that the new
fusion nodes must make the internal connection of the local
community is close, and the external connection is sparse.
Unlike this effect of strong fusion, the nodes integrated by the
second fusion strategy do not necessarily increase the modu-
larity of the local community. It only selects the fusion node
based on the membership strength and the maximum node
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TABLE I
VALUE RANGE OF h AND THE CORRESPONDING FUSION STRENGTH

degree, which we call weak fusion. Also, for this reason, the
weak fusion strategy can bring more influential nodes to local
community than the strong fusion strategy.

A new membership function is proposed in weak fusion,
which defines the closeness between neighboring node vi and
local community C. First, the membership functions fm21(vi)
and fm22(vi) are defined as follows:

fm21(vi) = max
vj∈N(vi)

⋂
C

∣∣N(vi)
⋂

N
(
vj

)∣∣ + 1

|N(vi)| (9)

fm22(vi) =
∣∣N(vi)

⋂
C

∣∣
|C| . (10)

Formula (9) is different from (5) in the strong fusion strat-
egy. fm11(vi, vj) defines the similarity of node vi to vj, that is,
the ratio of common neighbors of the two nodes to the neigh-
bors of vj, while fm21(vi) defines the similarity of node vj to vi.
In (9), vj belongs to the neighboring nodes of vi and is also in
the local community. The value that maximizes the similarity
between vj and vi is selected as the membership between vi

and local community C. |C| indicates the number of nodes in
the local community. So, fm22(vi) calculates the ratio of the
number of neighboring nodes of vi in local community C to
the number of all nodes in local community C.

The larger the value of the above two membership functions,
the closer the node is to the local community, and the values
of the two membership functions are both in the range (0, 1].
Finally, membership function fm2(vi) in weak fusion is defined
as the maximum value in fm21(vi) and fm22(vi)

fm2(vi) = max{ fm21(vi), fm22(vi)}. (11)

Membership function fm2(vi) defines the close relationship
between node and local community from two aspects. fm21(vi)
is an evaluation index based on the maximum similarity
between two nodes. As long as a node is sufficiently similar
to a point in the local community, it is identical to the local
community. fm22(vi) defines the strength of intimacy based on
the number of connections between vi and local community.
When more nodes within local community C are connected to
vi, the closer the node is to the community.

As mentioned earlier, weak fusion is a parameter-based
fusion strategy. The specific method is to add the nodes satis-
fying fm2(vi) ≥ h to Ns. Then, select the node with the largest
degree from Ns as the fusion node in weak fusion. These make
the node fused by weak fusion have both high membership
and great influence, where h is a variable parameter, its value
determines the strength of the weak fusion merging node. The
range of h and the corresponding fusion strength are shown
in Table I.

Table I shows that when h takes the minimum value of 0.5,
there are more nodes satisfying fm2(vi) ≥ h, so the strength of
the weak fusion merging nodes is greatest. With the increase

Algorithm 2 Weak Fusion
Input: network G, local community C, neighboring node set N;
Output: local community C;

1. initialize Ns = ∅;
2. for each vn ∈ N:
3. if fm2(vn) ≥ h:
4. put vn to Ns;
5. end if
6. end for
7. for each vi ∈ Ns:
8. save max d(vi) as vbest;
9. end for

10. Add vbest in C;
Return C.

Algorithm 3 ASFWF
Input: network G, seed node vseed;
Output: local community C;

1. put vseed in to local community C;
2. get neighbor set N;
3. M = 0, Qlcd = 0;
4. set num1, num2 = 0;
5. While (True)
6. Expand C by Strong fusion;
7. num1 = |C|;
8. Update N, M and Qlcd;
9. if num1 == num2:

10. break
11. end if
12. Expand C by Weak fusion;
13. num2 = |C|;
14. Update N, M and Qlcd;
15. end while

Return C.

of h, the fusion strength gradually decreases until the value of
1.1, where the weak fusion function is no longer able to add
nodes to the local community.

The reason why parameter h starts from 0.5 and discards
the relationship strength between 0.1 and 0.4 is determined
by the definition of fm22(vi). From (9) and (10), it can be
seen that the value of fm22(vi) is determined by the maximum
relationship strength between node vi and a certain node in the
local community, or by the participation of the neighbors of vi

in the local community. The strength of the two memberships
is in the range (0, 1], but when the value is less than 0.5,
it means that the relationship between the node vi and the
local community is weak, which is not enough to join the
local community. In other words, when the value of fm22(vi)
is less than 0.5, the node vi will most likely not belong to
the local community. So, when the value of h is between 0.1
and 0.4, weak fusion will integrate a large number of error
nodes and reduce the accuracy of local community detection.
Algorithm 2 gives the weak fusion.

To sum up, Algorithm 3 is the overall pseudocode procedure
of ASFWF.

C. New Metrics

As mentioned above, the value of h can be used to control
the intensity of weak fusion. So, the value of h that can make
the local community closest to the true division should be
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chosen. However, the common evaluation metrics f-score and
NMI for local community detection are based on real division,
while h cannot be chosen based on these results. Therefore,
this article proposes an evaluation metric MC based on mod-
ularity M that does not require the real division to help the
algorithm choose the appropriate h. The higher the value of
MC, the better the quality of local community C. Making the
MC reach the maximum value of h is the h that makes the
ASFWF reach the optimal performance. The definition of MC

is as follows:

MC = M√|C| (12)

where |C| is the number of nodes in local community C.
The modularity M cannot be used as an evaluation index,

because the value of M pursues a large number of con-
nected edges in the local community, and a small number of
connected edges from the inside to the outside. It does not con-
sider the validity of internal edges. Here, the erroneous fused
nodes are known as invalid nodes, and the edges connected
by invalid nodes in the local community are called invalid
edges. When the local community is overly integrated, a large
number of invalid nodes will be integrated, and the number of
internal edges will increase. Finally, a local community with
a large M value, but inconsistent with the real partition, will
be obtained.

Therefore, MC with M compared with the square root of the
number of nodes in community C, is proposed to correct the
problem that M incorrectly evaluates the quality of community
C due to the increase of a large number of invalid nodes. MC

is effective for selecting h value because the size of h controls
the ability of ASFWF to expand the local community. The
smaller the h is, the more nodes the local community expands,
and the more likely it is to over fuse. Therefore, MC makes
a new evaluation of the local community in terms of quality
and number of nodes. Its value can judge whether ASFWF
over-extends the local community, and can help to choose the
best h for the algorithm on different networks.

D. Time Complexity Analysis

Assume that the average node degree in the local community
is d. For each node in the local community, the complex-
ity of using strong fusion is d2logd, and the complexity of
using weak fusion is d2. The initial community size is 1,
let n be the number of nodes in the final local community,
and each time the community expands one node. So, the final
time complexity of ASFWF is O(

∑n
i=1 i∗max(d2 log d, d2)) =

O(n2d2 log d).

III. EXPERIMENTAL AND ANALYSIS

In order to ensure the fairness of the comparative experi-
ments, all the experiments are implemented using the same
computer configuration. All algorithms are compiled and run
using the python language. The computer processor used in
these experiments is Intel Core i7-8750H CPU @ 2.20 GHz,
the memory is 24 GB, and the operating system is Windows10.

TABLE II
INFORMATION OF SIX COMPARISON ALGORITHMS

A. Evaluation Metrics

The universal evaluation metric fscore is used to evaluate
local community detection results. The definition is as follows:

fscore = 2 ∗ precision ∗ recall

precision + recall
(13)

recall =
∣∣CFound

⋂
CTure

∣∣
|CTure| (14)

precision =
∣∣CFound

⋂
CTure

∣∣
|CFound| (15)

where CFound is the local community detected by the algo-
rithm, and CTure is the community where the seed is located.
Recall and precision are the number of correctly classified
nodes divided by the number of the nodes in CTure and CFound,
respectively. The fscore, which combines recall and precision,
is more persuasive and represents the real performance of local
community detection results. Its value ranges from 0 to 1. Only
when the detected local community is completely correct, its
value is 1.

B. Comparison Algorithms and Their Complexity

In order to compare the performance of our algorithm, six
algorithms are run for verification tests. They are M-based
method, R-based method, DMF_M, DMF_R, RTLCD, and
LCDNN. The specific information of six comparison algo-
rithms is shown in Table II.

C. Datasets

The experiments are carried out on two kind of datasets:
1) synthetic networks and 2) real networks.

1) Synthetic Networks: The synthetic network used in this
experiment is the LFR network [32]. There are ten kinds of
parameters to control LFR network generation. Among them,
N is used to set the number of nodes in the network, k is the
average node degree, maxk is the maximum node degree, and
the mixed parameter μ is used to control the fuzzy degree
of community structure. The larger the value, the fuzzier the
community. t1 and t2 are used to control the degree distribution
and community size distribution, respectively, minc and maxc
refer to the minimum and maximum number of nodes in the
community, and on and om are parameters used to control the
overlapping nodes. Six LFR networks are tested. The specific
parameter values are shown in Table III.
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TABLE III
PARAMETER SETTINGS FOR SYNTHETIC NETWORKS

TABLE IV
ALL NETWORKS INFORMATION

2) Real Networks: Five real networks are used in the exper-
iment. Among them, the Dolphins network [33], the Football
network [18] and the Political Books network [34] are three
nonoverlapping networks. The Dolphins network is a dol-
phin social network. An edge represents contact between two
dolphins. The Football network is based on college football
matches. Different communities represent different leagues,
and edge means there is a confrontation between two teams.
The Political Books network is a book co-purchasing network.
The communities of all nodes in these three networks will
be detected. The Amazon network and DBLP network are
two large-scale and overlapping networks [35]. The Amazon
network is a product co-purchasing network. Nodes in the
network represent products and the edges connect that two
products have been purchased together. The DBLP network
is a coauthorship network where nodes represent authors and
edges connect two authors who coauthored a paper. The details
of six synthetic networks and five real networks are shown in
Table IV. In Table IV, d̃ is the average degree of the network,
and |C̃| is the average size of ground-truth communities.

D. Experimental Results of Synthetic Networks

The local community detection results of the algorithm on
six synthetic networks are tested. M-based method, R-based
method, DMF_M, DMF_R, RTLCD, and LCDNN are used as
comparison algorithms. In order to ensure the fairness of the
comparative experiment, the seed point selection and evalua-
tion index calculation methods of all algorithms are the same.
For all algorithms, the same test method is used: select each
node in the network as an initial node, detect the local com-
munity of the initial node by algorithm, and calculate their

average fscore, which represents the overall performance. The
standard deviation of fscore of local communities from all
initial nodes is also given. For ASFWF, the same h value for
different seed nodes on the same network is set. The best
h value for each network makes the evaluation metrics MC

reaches the maximum. The experimental results are shown in
Table V. The last column represents the average result of all
networks.

From Table V, ASFWF improves fscore on both small
and large networks. The average result is also better than
all comparison algorithms, which means that the results of
ASFWF are closer to the real local community. Among the
six networks, ASFWF increases the most on LFR1, LFR3,
and LFR5 networks, with a maximum increase of 0.1474. The
M-based method and R-based method are two greedy local
community detection algorithms. They maximize local mod-
ularity M and R, so they are very sensitive to the selection
of seed nodes. RTLCD algorithm depends on the core node
label information of neighbor nodes. The LCDNN algorithm
is based on NGC nodes and has high dependence on node
centrality. The ASFWF algorithm uses two fusion strategies
alternately and circularly, so that the algorithm can integrate
different types of nodes in each stage. For most of the com-
parison algorithms, the standard deviation of ASFWF is also
reduced, that is, it can stably obtain a better result for different
seed nodes.

E. Experimental Results of Real Networks

In order to test the effectiveness of ASFWF, the above six
methods are also compared on Dolphins, Football, Political
Books, Amazon, and DBLP networks. For the first three
networks, the same test method is used for synthetic networks.
For the Amazon and DBLP, 500 different communities are
considered, and we randomly select a node from each com-
munity as seed. When an overlapped node is selected as seed,
all the communities it belongs to will be integrated as a real
local community. The results are also shown in Table VI. The
last column represents the average result of all networks.

It can be seen from Table VI that ASFWF achieves the high-
est fscore on most real networks and the highest average fscore
of all real networks. The average result is improved by at
least 6%. Among them, the maximum increment is 0.1727 on
the Dolphins network. Only on the Football network, ASFWF
obtains a little worse result, which is only 0.0081 lower than
the result of DMF_R. This indicates that ASFWF can improve
the accuracy of local community detection in real networks,
even in some large networks. While the membership function
used by DMF_M and DMF_R mainly defines the community
quality from the point of view of node edge, and does not
pay enough attention to the connection information within the
local community.

F. Simulation Results on Single Node

A single node is used to show how ASFWF improves the
local community detection algorithm compared with DMF_M,
RTLCD, and LCDNN. These algorithms obtain the top three
results on the Dolphins network. The real local community
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TABLE V
Fscore COMPARISON OF DIFFERENT ALGORITHMS ON SYNTHETIC NETWORKS

TABLE VI
Fscore COMPARISON OF DIFFERENT ALGORITHMS ON REAL NETWORKS

Fig. 2. (a) Real local community. Local communities detected by
(b) DMF_M, (c) LCDNN, and (d) ASFWF on Dolphins network (the seed is
node 2).

division of the Dolphins network is shown in Fig. 2(a). The
green node 2 is the seed node, and these yellow nodes are
local community members. The detection results of DMF_M
and LCDNN are shown in Fig. 2(b) and (c). Fig. 2(d) is the
detection result of our algorithm. The result of RTLCD is only
one more node labeled 36 than the result of LCDNN, so the
result of RTLCD is not given.

From Fig. 2, it can be seen that the proposed algorithm
achieves the best results. DMF_M is difficult to find the com-
plete community of this seed node. LCDNN and RTLCD only
find most members in the communities. The proposed ASFWF
achieves the best result because it can continuously integrate
influential nodes during the expansion of the community, such
as the node 45.

The fscore of the local community detected by ASFWF for
this seed is 0.9767. Table VII shows the number of seed nodes
that exceed two different levels of fscore on this network.

It can be seen from Table VII that for most nodes in
the network, the detection results of ASFWF exceed 0.9700.

TABLE VII
NUMBER OF SEED NODES THAT EXCEED TWO LEVELS OF fscore

However, other algorithms can only achieve this result on a
small number of nodes.

G. Wilcoxon Signed Rank Test

In order to further investigate the effectiveness of the
proposed algorithm, the results obtained by ASFWF and the
comparison algorithm are statistically analyzed. The specific
method is Wilcoxon signed rank test. The Wilcoxon signed
rank test results of this algorithm and the comparison algo-
rithm are shown in Table VIII. p represents the probability
that the median values of two samples are equal. When p is
close to 0, the null hypothesis should be questioned. h is the
test result. h = 0 means that the median difference between
the two samples is not significant, while h = 1 means that the
median difference between the two samples is significant. It
can be seen from Tables V and VI, ASFWF achieves the high-
est fscore on most networks and the highest average fscore of
all networks. The results in Table VIII show that all compar-
ison results are significantly improved. This further illustrates
that the ASFWF algorithm has stable results and a significant
improvement compared with the six comparison algorithms.
This is because in the process of community fusion, the
ASFWF deeply excavates the first two layers of neighbor
information of nodes, which improves the algorithm’s stability.

H. Running Time

The ASFWF algorithm and six comparison algorithms are
run on 11 datasets for ten times, and the average run time is
shown in Table IX. As can be seen from Table IX, the M-based

Authorized licensed use limited to: XIDIAN UNIVERSITY. Downloaded on February 22,2023 at 13:07:12 UTC from IEEE Xplore.  Restrictions apply. 



826 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 53, NO. 2, FEBRUARY 2023

TABLE VIII
WILCOXON SIGNED RANK TEST RESULTS OF ASFWF ALGORITHM AND COMPARISON ALGORITHMS

TABLE IX
RUNNING TIME OF ASFWF ALGORITHM AND COMPARISON ALGORITHM (S)

algorithm and LCDNN algorithm have obvious advantages in
running time. The LCDNN algorithm expands the commu-
nity by calculating the NGC node of each neighbor point and
propagating the label information of the NGC node already
in the local community, so the computational complexity is
low. DMF_M and DMF_R algorithms carry out three-stage
local community detection, so the algorithm complexity is
high. Although ASFWF’s running time is not the fastest, it
demonstrates large advantages in accuracy, while the running
time is of comparable magnitude, and competitive with other
algorithms in many cases. The ASFWF algorithm is signifi-
cantly faster than the DMF_R algorithm. It also can be seen
that, with the increase of data size, the growth rate of the run-
ning time of the ASFWF algorithm decreases compared with
other algorithms.

I. Analysis of the Results

From the results given in Sections III-D and III-E, it can
be seen that, compared with the six comparison algorithms,
the results of the proposed algorithm on 11 datasets show sig-
nificant advantages. Section III-F, the single point experiment
shows that for a single node in dolphin network, the ASFWF
algorithm demonstrates stronger local community discovery
ability and can find the overall community structure of the
node more completely. The test method used in this article is
to test all nodes as seed points and calculate the average accu-
racy. The M-based method and R-based method are two greedy
local community detection algorithms. They maximize local

modularity M and R, so they are very sensitive to the selection
of seed nodes. The membership function used by the DMF_M
and DMF_R algorithms mainly defines the community qual-
ity from the point of view of node edge, and does not pay
enough attention to the connection information within the local
community. The RTLCD algorithm depends on the core node
label information of neighbor nodes. The LCDNN algorithm
is based on NGC nodes and has high dependence on node
centrality. The ASFWF algorithm uses two fusion strategies
alternately and iteratively, so that the algorithm can inte-
grate different types of nodes in each stage. The membership
function used in the ASFWF algorithm reflects the neighbor
information of the node and the connection information in the
local community obtained in the detection process.

The statistical experiments in Section III-G show that the
local community discovery results obtained by the ASFWF
algorithm are relatively stable. In the process of community
fusion, the ASFWF algorithm deeply excavates the first two
layers of neighbor information of nodes, makes the mem-
bership value between two nodes as unique as possible, and
improves the algorithm’s stability.

The running time experimental results of Section III-H
show that M-based and LCDNN algorithms have obvious
advantages in running time. First, the M-based method and
R-based method have low overall complexity by maximizing
local modularity M and R. However, because the modularity
R divides the local community into two parts: 1) boundary
and 2) core. The M-based algorithm only calculates the total
number of edges in the local community to the number of
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Fig. 3. Local community detection results with node 9 as the seed point
under different h values.

edges outside the community. So, the algorithm’s computa-
tional complexity based on function M is lower than that
based on function R. DMF_M and DMF_R algorithms carry
out three-stage local community detection, and the algorithm
complexity is high. RTLCD algorithm is a two-stage local
community detection method, which has no advantage in run-
ning time. LCDNN algorithm expands the community by
calculating the NGC node of each neighbor point and propa-
gating the label information of the NGC node already in the
local community, so the computational complexity is low.

To sum up, the ASFWF algorithm is not always the fastest
of the compared algorithms due to the alternating cycle’s
strong and weak fusion mode but it also makes the ASFWF
algorithm more accurate. For different nodes in the network,
the algorithm is more stable, less affected by the selection
of seed points, and can better find the complete community
where the seed points are located, which is of more practical
significance.

IV. ANALYSIS OF PARAMETERS AND

FUSION ITERATION MODE

The analysis of parameters and fusion iteration mode will
be given in this section.

A. Experiments on Parameters

The discussion of parameter h and the effectiveness of
evaluation metrics Mc are given in this section.

1) Discussion of Parameter h: The Dolphins network is
used as the test network, with node 9 as the seed, and the
recall, precision, and fscore of the local community obtained
by ASFWF are calculated at all h values. Fig. 3 shows the
detection results of all h values starting from one seed. When
h is between 0.1 and 0.4, it means that ASFWF is allowed to
integrate nodes with lower membership of local community,
which increases the probability of the algorithm integrating
into the wrong nodes.

From Fig. 3, when h is less than 0.5, the lower precision
indicates that the algorithm expands a large number of error
nodes for the local community as h decreases. This is con-
sistent with our theoretical statement. So, it is not the case
that the lower the value of h, the better the effect of
ASFWF. Sometimes it will expand the local community exces-
sively. For example, on the Football network, ASFWF obtains

Fig. 4. Local community detected by ASFWF under different h. (a) Real
community. Local community when h is (b) 0.5, (c) 0.7, and (d) 1.1.

the best result when h is 1.1. Actually, the value of h is set
between 0.5 and 1.1, with an interval of 0.1.

In order to show how the parameter h affects the algo-
rithm intuitively. Fig. 4 plots the local communities of node
8 of Dolphins network obtained by ASFWF under different h
values.

In Fig. 4, the yellow point is the seed node, the green points
represent the local community nodes, and the red points are
nodes outside the local community. When h is 1.1, it means
that only strong fusion is used in ASFWF. Fig. 4(d) shows
that ASFWF with only strong fusion cannot expand the local
community well. When h varied from 0.6 to 1, weak fusion
plays a role. As shown in Fig. 4(c), by using weak fusion,
influential nodes, such as nodes 14, 20, and 40 can be found,
thereby increasing the width of community detection. When h
is 0.5, ASFWF obtains the best effect at this seed point. This
means that weak fusion does have a great effect on improving
the algorithm results, and the strength of weak fusion can be
controlled by adjusting h. Therefore, the parameter-based com-
munity weak fusion strategy has more advantages for networks
of different sizes and structures. A single parameter value will
not accurately divide the community structure for networks
with different structures. Therefore, the selection of parameter
h value in this article relies on a new evaluation index MC. Mc
will evaluate and select the local community detection results
corresponding to all h values on different datasets. When the
real community structure information of the network cannot
be obtained, the community detection result corresponding to
the parameter h value selected by the evaluation index MC will
be more accurate.

2) Effectiveness of Evaluation Metrics MC: To prove the
validity of the evaluation index MC, 6 synthetic networks and
five real networks are tested. For h from 0.5 to 1.1, we calcu-
late the fscore and MC of each node as seed, and then compute
the average fscore and the average MC of all seeds. Clearly,
suppose MC’s evaluation of the local community is consistent
with that of fscore. In that case MC will be effective and can
be used to evaluate and choose the local community detected
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Fig. 5. Evaluation of local community detected by ASFWF under different h values. (a) LFR1 network. (b) LFR2 network. (c) LFR3 network.
(d) LFR4 network. (e) LFR5 network. (f) LFR6 network. (g) Dolphin network. (h) Football network. (i) Polbooks network. (j) Amazon network. (k) DBLP
network.

by ASFWF under different h values. The experimental results
are shown in Fig. 5.

It can be seen from Fig. 5 that the evaluation levels of MC

and fscore on the two test networks are almost the same. MC

may identify errors for results with small gaps, but it can help
select the best results with large gaps. For different h, the best
results are much higher than other results. So, MC is very
effective for ASFWF to choose the best result and the right h.
When the ASFWF performs local community detection, the
parameter h that can make MC reach the maximum value is
the best parameter setting on the network.

As can be seen from Fig. 5, the trends of MC and fscore
with h value on all datasets are similar. On the Dolphin,
Polbooks, Amazon, LFR1, and LFR3 networks, the corre-
sponding h value of the highest fscore value and the highest
MC value is 0.5. This shows that strong integration alone is
not able to obtain more accurate community division results on
these five networks. After adding high strength weak fusion,
the local community is better able to overcome the optimal
local solution and find more influential nodes to integrate
into the community. On the DBLP and LFR5 networks, the
corresponding h value of the highest fscore value and the
highest MC value is 0.6. When the weak fusion is slightly
weakened, more accurate community detection results can be
obtained. On all datasets, the change trends of MC and fscore
are consistent, indicating that MC is very effective in select-
ing the best parameters and results of ASFWF. When ASFWF
performs local detection, the parameter h that can make MC

reach the maximum value is the best parameter setting on
the network. The more consistent the change of MC value
with the change of fscore, the more effective MC is. In con-
clusion, the single intensity fusion iteration cannot obtain the
optimal detection results for networks with different sizes and
structures. Therefore, by adjusting the value of parameter h,
it is more advantageous to use MC to judge and select the
local community structure of the network that cannot be truly
divided.

B. Discussion on the Fusion Iteration Mode

There are two strategies to fuse nodes in ASFWF. In order
to prove that alternate use of the two methods can play a more
effective role of the two strategies, another algorithm TSLCD
is first defined.

TSLCD is designed as a two-step local community detection
algorithm with strong fusion and weak fusion. First, strong
fusion is performed on the seed points until no neighboring
nodes meet the requirement. Second, the local community is
expanded with weak fusion until no neighbors can be merged.
Table X shows the detection results of the two algorithms on
the Dolphins network, where recall, precision, and fscore are
the average results of all seed points and MC is the sum of
the results of all seed points.

Table X shows that both algorithms achieve optimal results
when h is 0.5, and the evaluation index MC also correctly
evaluates the optimal local community. Comparing the optimal
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TABLE X
COMPARISON RESULTS OF ASFWF AND TSLCD ON DOLPHINS NETWORK

Fig. 6. Local community detected by (a) TSLCD and (b) ASFWF.

TABLE XI
TSLCD AND ASFWF LOCAL COMMUNITY NODE FUSION ORDER

results of the two algorithms, their precision values are very
close, but ASFWF can better expand the local community,
greatly improve recall, and obtain better results in overall
performance. It is because the mechanism of ASFWF makes
the two strategies play a role in various stages of community
expansion.

Then, a node on the Dolphins network is used as a seed to
demonstrate the advantages of ASFWF’s alternate use of the
two strategies. The local communities in Fig. 6 are obtained
by TSLCD and ASFWF. The yellow points indicate the seed,
the dark green nodes are fused by strong fusion, and the light
green points are fused by weak fusion.

From Fig. 6, it can be seen that after TSLCD runs strong
fusion, no nodes can meet the requirements of weak fusion.
So, it only obtains a small local community. However, due
to the alternative use of these two strategies, ASFWF enables
them to play a role in every stage of the algorithm.

Table XI shows the sequence of the two community expan-
sion nodes in Fig. 6.

From Table XI, the influential node 14 is integrated at
the first operation of weak fusion in ASFWF, which greatly
improves the scope of community expansion. Therefore, it is
very important to find influential nodes through weak fusion
in the early stage of community expansion. By comparing
method TSLCD, the results are shown in Table VIII and Fig. 6.
It is proven that ASFWF alternately uses two fusion strategies
can make them play a better role.

In conclusion, in Section III, six methods on six syn-
thetic networks and six real networks are compared. Among

them, a better fscore in most networks is achieved by
the proposed method, which means ASFWF is more effec-
tive in local community detection. ASFWF mainly improves
results by expanding the width of community detection.
Furthermore, MC can help our method choose the appropri-
ate parameters. Finally, alternately using two fusion strate-
gies can make these two strategies play a better role is
proved.

V. CONCLUSION

A local community detection algorithm ASFWF was
proposed in this article, which uses two fusion strategies alter-
nately for local community detection. The difference between
the two fusion strategies is called strong fusion and weak
fusion, respectively. The strong fusion can increase the modu-
larity of the local community and make the local community
expand to the direction of close internal connection and
sparse external connection. In the strong fusion, a new mem-
bership function is designed, which makes full use of the
node information and the internal topology information of
the current local community. Weak fusion is a parameter-
based fusion method. Only nodes with membership values
greater than the parameter can join the local community.
These two fusion strategies will fuse nodes of different natures
due to their different qualities. The strong fusion method
is used to fuse the nodes with a small degree, while the
accuracy for the local community is high. The weak fusion
method can help local communities integrate with influen-
tial nodes, thereby expanding the width of local community
detection. However, an appropriate parameter h needs to be
set. In order to prove the effectiveness of ASFWF, com-
parative experiments on both synthetic networks and real
networks were performed. The results demonstrated that
ASFWF can increase the detection width of the algorithm
to make its overall performance better than previous algo-
rithms. Results also showed that the alternative use of the
two fusion strategies can effectively exploit the strengths of
both strategies to improve the overall performance of the algo-
rithm. However, this article has only studied unweighted and
undirected networks. The weighted network, directed network,
and attribute network are not considered in this article. Future
work will further improve and adjust the situation of the
weighted network, directed network and attribute network,
to make the algorithm generalizable to a wider range of
applications.
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