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XVii

Introduction

This book examines the different techniques for building mobility into the Internet. The
breadth of approaches currently in operation should cause us all to pose the question as
to whether, in the future, a single utopian mobility solution can be defined that accom-
modates all scenarios, or whether solving “mobility” requires a decomposition of the
“mobility problem space” into a number of distinct use cases.

The tremendous success of mobile broadband-based services based on cellular architec-
tures where mobility has been effectively performed at the data link layer has shown how
that approach is perfectly acceptable for providing wide-area mobility to use cases involv-
ing a single device with a single interface.

Should such data link layer techniques be enhanced to address alternative use cases? This
is an important question to answer, because we confidently predict that the mobility use
cases will broaden from today’s homogeneous, cellular-only view of the world:

m  Devices will become more heterogeneous from an access perspective. Wi-Fi dual-
mode capabilities will become widely integrated into the next generation of cellular
devices.

m  Users will increasingly have access to more than a single cellphone for accessing the
mobile Internet.

B As the majority of users who access the Internet become mobile, applications will
increasingly look to become “mobile-aware,” tailoring their operation to address spe-
cific limitations of mobile access, including being able to accommodate switches in
access technologies and rapid fluctuations in available bandwidth.

This book takes a look at mobility from a broad perspective of use cases and examines
how mobility solutions are in fact pervasive across all layers of the protocol stack. The
book provides details of how mobility functionality has been added to these layers and
describes use cases that demonstrate the different approaches to building the mobile
Internet.

Who Should Read This Book

This book is intended to increase the reader’s understanding of how mobility can be sup-
ported in IP networking.

The book assumes at least a basic understanding of standard networking technologies,
including the Internet Protocol itself. Many concepts are introduced to give the reader
exposure to the key mobility functionality that can coexist across different protocol lay-
ers. The book does not give recommendations on which of these technologies should be
deployed for supporting mobility use cases, nor does it provide a transition plan for
existing network operators for adding mobile functionality. Each network operator is
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xviii  Building the Mobile Internet

expected to evaluate his or her mobility user case(s) that must be supported and make
decisions based on his or her own criteria on which technique(s) to adopt for mobilizing
the Internet.

This book is written for many levels of technical expertise, including network design
engineers and network planning engineers looking to design and implement mobile net-
work migrations toward an all-IP future, networking consultants interested in understand-
ing the technology trends that affect mobile operators, students preparing for a career in
IP networking that is increasingly being impacted by mobile technologies, and chief tech-
nology officers (CTO) seeking a further understanding of the convergence of IP and
mobile technologies.

How This Book Is Organized

Although this book can be read from cover to cover, it is designed to be flexible and
allows you to easily move between chapters and sections of chapters to learn just the
information that you need.

This book covers the following topics:

m  Chapter 1, “Introduction to ‘Mobility’”: This chapter defines the mobility market in
terms of device proliferation, consumption trends, and radio-specific challenges in
scaling for massive adoption of the mobile Internet.

m  Chapter 2, “Internet ‘Sessions’: This chapter explains the protocols and layers that
make up the Internet architecture, as well as the fundamental problem with that
architecture in supporting mobility.

m  Chapter 3, “Nomadicity”: This chapter describes how users and devices are authen-
ticated for using the network and its applications, in particular those that are not
operated by the operator that the user has a subscription with.

m  Chapter 4, “Data Link Layer Mobility™: This chapter explains the benefits of solv-
ing mobility at the data link layer. Contrasting approaches for delivering local- and
wide-area wireless mobility are introduced and used with Wi-Fi and cellular tech-
nologies.

m  Chapter 5, “Network Layer Mobility”: This chapter provides an overview of a num-
ber of network layer solutions for delivering seamless mobility and session continu-
ity.

m  Chapter 6, “Transport/Session Layer Mobility”: This chapter describes the advan-
tages of integrating mobility functionality into the transport/session layer. The

required mobile modifications to existing transport/session layer protocols are intro-
duced.

m  Chapter 7, “Application Mobility”: This chapter describes how the application layer
can be enhanced with additional mobility functionality, allowing advanced mobility
use cases to be supported, including the ability to move media sessions between dif-
ferent devices.
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Chapter 8, “Locator-Identifier Separation”: This chapter provides an overview of
the approaches for redesigning the Internet architecture to allow better mobility, as
well as a discussion of the pros and cons of some typical examples of those
approaches.
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Chapter 1

Introduction to "Mobility”

This book provides insight into techniques for building mobility into the Internet, so per-
haps a good place to start would be with a definition of mobility. As is often the case,
you could look to Google to provide some inspiration about the definition of mobility.
Having entered Oxford English Dictionary and mobility into the search engine, you
might be interested to find that one of PageRank’s highest-priority results is associated,
not with the Oxford English Dictionary’s (OED’s) definition of mobility, but with a news
report describing the new iPhone application for the OED".

As you are surely aware, mobility is becoming a truly pervasive quality associated with
nearly all advances in Information and Communications Technology (ICT), including
iPhone applications enabling ubiquitous access to online dictionaries. The ability to
access any content, on any device over any network in any location, is becoming a reali-
ty. Critically, however, mobility has not been integrated into the fabric of the Internet,
and instead, a range of different techniques are available for delivering such a mobile
experience. This has resulted in the concepts of mobility being widely referenced but
seldom understood.

The concept of mobility might imply a user with a laptop who wants Internet access
everywhere he goes, a user with a mobile device who wants a seamless Internet experi-
ence while he is moving, a user wanting to use unlicensed Wi-Fi technology to offload
traffic from a conventional cellular network, or a user who has multiple devices and
wants a seamless Internet experience across those devices.

As today’s networks migrate toward “all-IP,” numerous protocols and solutions have been
designed to handle these different types of mobility, with varying degrees of market
adoption and formal standardization. This book looks at the protocols that are relevant
to the mobility landscape, contrasts different approaches at delivering the mobile experi-
ence, and accurately defines and discusses the mobile Internet evolution.
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Mobility Market

Clearly one of the great successes of the 1990s and early 2000s has been the phenomenal
growth in the adoption of cellular service. While the first decade of cellular adoption has
been driven by simple circuit-switched service voice, using the Global System for Mobile
(GSM) communications or Code Division Multiple Access (CDMA) standard, and rapid
adoption of services based on Short Message Service (SMS), the second decade can be
characterized by the initial adoption of IP-based packet services, using low-rate General
Packet Radio Service (GPRS) or cdma2000 1xRTT-based radio access networks. The next
decade of cellular evolution will see increasing uptake of mobile broadband services,
using High Speed Packet Access (HSPA), EVolution-Data Only (EV-DO), Worldwide
Interoperability for Microwave Access (WiMAX), or Long-Term Evolution (LTE) radio
access networks.

Indeed, mobile broadband subscriber growth is exceeding that of the fixed broadband. In
its analysis of Internet Trends’, Morgan Stanley estimates that by 2014, the number of
mobile Internet users will surpass the number of fixed Internet users, as illustrated in
Figure 1-1. With the mobile broadband subscription rate of growth being greater than
twice that of fixed network subscriptions, it is clear that the end of the next decade will
see the Internet being dominated by mobile hosts.

Mobile Users > Desktop Internet Users
Within 5 Years

Global Mobile vs. Desktop Internet User Projection, 2007-2015E
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Figure 1-1  Growrb in Mobile Versus Fixed Broadband Subscribers
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Chapter 1: Introduction to “Mobility”

Another key aspect from a mobility market perspective is the rise of multiradio devices.
These devices are distinct from cellular-centric multimode devices that have been speci-
fied by the likes of the Third Generation Partnership Project http://www.3gpp.org), a
collaboration among various Standards Development Organizations (SDO) that is respon-
sible for developing the set of technical specifications for 3G systems based on the
evolved GSM core network. In particular, 3GPP has defined a triple-mode cellular archi-
tecture that allows a single radio to be shared among second-generation GPRS, third-gen-
eration HSPA, and next-generation LTE radio access modes. While this single-radio defi-
nition leads to lower bills of material for devices, the restrictions are such that these dual
mode devices can only be connected to one network at any instant.

However, with the increasing adoption of IEEE 802.11-based wireless local-area network
(WLAN) technology in smartphone devices, the 2010 decade will see the era of true
multiple-radio devices. ABI Research recently predicted that between 2006 and 2015, the
Compound Annual Growth Rate (CAGR) of Wi-Fi—enabled smartphones will be 85 per-
cent’. Figure 1-2 illustrates this growth in millions of units shipped, so that by 2015, ABI
Research estimates that one in three handsets shipped globally will include Wi-
Fi—enabled dual-mode capability.
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Figure 1-2  Growrh in Wi-Fi-Enabled Mobile Handsets

Another key development in the cellular industry is the rise of multiple handsets per sub-
scriber. In 2007, the Organization for Economic Co-operation and Development (OECD)
reported that over 25 countries had cellular penetration rates in excess of 100 percent,
with Italy taking the lead in reaching 150 cellular subscriptions per 100 inhabitants®.
Many analysts are predicting this trend will continue. In 2009, the Cisco Internet
Business Solutions Group (IBSG) estimated that in 2010, 35 billion devices will be con-
nected to the Internet, equivalent to nearly six devices per person on the planet. Many of
these new devices will be used to provide machine-to-machine (M2M) services, and
while many M2M devices are not strictly mobile (an M2M-enabled residential utility
meter is unlikely to move), it is likely that a significant proportion of these new devices
will use wireless connectivity to provide access to M2M services.
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4 Building the Mobile Internet

Reinforcing this shift from architectures that assume a single device per user to one where
each subscriber has a multitude of devices is the current revolution in tablet-style com-
puters. Tablets, smartbooks, and netbooks will see a blurring of functionality between
the legacy laptop and smartphone markets. However, Forrester Research has recently
highlighted a shift in the heterogeneous PC market® where future growth is driven by
consumers adopting a “multiple PC” approach to fit their lifestyles:

m  Desktop PCs: Growth will be driven in gaming as well as watching and editing high-
definition and three-dimensional video and graphics.

m  Tablets: Growth will be driven by their ease of media consumption as well as access
to email and web browser—based services.

m  Netbooks: Growth will be driven by web-centric operating systems and the associat-
ed cloud-based applications and storage.

So, if the future mobile market will be characterized by device divergence, with users
having a plethora of specialized Internet-enabled devices for watching 3D media, interac-
tive gaming, collaboration, and communications, through to basic Internet-enabled sen-
sors, the networks used to support such devices are set to increasingly converge. This
convergence is being driven by the increasing adoption of IP as the convergent technolo-
gy across “fixed” and “mobile” networks, with IP now recognized as the fundamental
building block for all next-generation communication networks.

Cellular networks are now evolving to enable the Internet to be available anytime and
anywhere. IP is already impacting all aspects of the mobile operator’s network, from radio
bearer support through transmission and service delivery capability. Indeed, the various
definitions for the next generation of mobile networks all align around an “all-IP” vision,
providing purely packet-switched capabilities and solely supporting IP services.

As cellular networks transition to “all-IP” networks, the architectures of fixed and cellular
networks converge. Figure 1-3 illustrates this, showing a classical fixed broadband net-
work comprised of Customer Premises Equipment (CPE), which provides residential gate-
way functions, connected to a Digital Subscriber Line Access Multiplexer (DSLAM),
which then connects to a Broadband Network Gateway (BNG), which provides the user’s
IP Point of Attachment (PoA) to the Internet. An IP/Ethernet transport network is typi-
cally used to provide connectivity between the DSLAM and the BNG. The figure then
shows a tablet user wirelessly attaching to the residential gateway using, for example,
IEEE 802.11-defined Wi-Fi technology, with the solid arrow showing the communica-
tions between the tablet user and a correspondent node on the Internet.

The lower portion of the figure shows a conventional “all-IP” cellular network comprising
a smartphone User Equipment (UE), connected using licensed cellular technology to an
Enhanced Node B (ENB) base station. The ENB is connected through an IP/Ethernet
transport network to the Packet Data Network Gateway (PGW) and Serving Gateway
(SGW) functionality, with the former being the IP PoA for the mobile subscriber. The
dual-line arrow shows the communications between the smartphone user and a corre-
spondent node on the Internet.
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Figure 1-3  Convergence Between Fixed and Cellular Networks

Note 3GPP has defined an all-IP architecture with two logical gateway functionalities,
SGW and PGW. From a user plane perspective, the SGW simply provides a tunnel switch
capability, conceptually similar to a Layer 2 Tunneling Protocol Access Concentrator
(LAC). Just as the fixed-line LAC allows multiple retail providers to provide independent IP
PoA services over a common wholesale DSL infrastructure, 3GPP’s SGW allows independ-
ent IP PoA services to be provided by roaming partners.

Finally, Figure 1-3 shows one of the most recent advances in cellular architecture—the
adoption of the home base station, in this instance, a Home ENB (HENB). The HENB
uses the consumer fixed-broadband network to connect to the core cellular network. The
dotted line then demonstrates the communications between the smartphone user
attached to the HENB and a correspondent node on the Internet, highlighting how traffic
uses a fixed-line IP service provided by the BNG before connecting to an IP PoA in the
cellular domain.

Consumption Trends

In 2009, Cisco IBSG announced the latest results from its Connected Life Market Watch®.
This program aims to provide market insight into the adoption of mobile technologies.
The analysis highlighted that from an Average Revenue Per User (ARPU) perspective,
mobile data already represented 25 percent of the total spending for U.S. subscribers,
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with revenue from data growing at an annualized rate of 40 percent, as illustrated in
Figure 1-4.
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Figure 1-4  Average Revenue per United States Mobile Subscriber

The IBSG study also highlighted a shift in consumption habits as cellular subscribers
started to consume more mobile Internet-based services. When looking at where mobile
Internet consumption occurred, Figure 1-5 illustrates the findings of the Connected Life
Market Watch study of U.S. mobile Internet consumption. Significantly, while occasional
mobile Internet users were more likely to access services when mobile (with 56 percent
of usage happening “on the go”), those regular users of mobile Internet—based services
were effectively changing their behavior to consume the majority of mobile Internet serv-
ices from fixed locations (35 percent from within the home and 27 percent from the
office).

ON THE GO 56%

IN AN OFFICE

AT HOME 34% 35%

Occasional User Regular User

Figure 1-5  Location of United States Mobile Internet Consumption
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Note The shift to indoor consumption is significant because conventional macro-cellular
networks need to account for the Building Penetration Loss (BPL) experienced as signals
propagate through walls, floors, and windows of buildings. The BPL can result in 90-99.9
percent of the energy of wireless signal being lost, just because a user was consuming a
service indoors compared to a similarly located outdoor user.

One hypothesis of why more frequent users are more likely to consume mobile Internet
services in fixed locations is the increasing shift toward video-based services. To track
and forecast the impact of visual networking applications on the growth of the fixed and
mobile Internet, Cisco has developed the Visual Network Index (VNI) forecast’. VNI was
developed as an annual survey to estimate global IP traffic growth and trends for both
consumer and business user groups. In particular, as it relates to mobile Internet con-
sumption, the latest VNI forecast predicts that mobile data in 2014 will be 39 times larg-
er than the mobile data traffic in 2009, as highlighted in Figure 1-6.
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Figure 1-6  Monthly Mobile Internet Traffic in Petabytes

The latest VNI study also provides a forecast for the growth of mobile data traffic on a per-
content-type basis. Figure 1-7 highlights the forecast growth of mobile video consumption,
so that by the end of 2014, video is forecast to comprise 66 percent of all mobile data traf-
fic, and mobile voice traffic will comprise only 4 percent of the overall total traffic.

So far, this chapter has looked at where users consume mobile Internet services, high-
lighting a shift away from truly mobile scenarios to locations that can be characterized as
“in-building.” You have seen whar types of services are likely to be consumed over
mobile devices in the future, with the majority of traffic being related to video services.
The final piece of the puzzle is to understand when users access mobile Internet services.
Figure 1-8 is a representation of the traffic load in a commercial cellular network offering
mobile Internet services over a 24-hour period. The figure clearly illustrates the diurnal
variation of traffic load within the network, showing how the data-busy hour is between
8:00 and 9:00 in the evening.
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Figure 1-7  Global Mobile Data Traffic Growth by Content
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Figure 1-8 Example Diurnal Variation of Mobile Internet Traffic Load

Note You can also use the information in Figure 1-8 to estimate how much of the daily
traffic is consumed within the busy hour. With a throughput profile as shown, we can esti-
mate that around 6 percent of daily mobile Internet consumption occurs in the busy hour.
This compares with traditional telephony networks, which are typically dimensioned to
support up to 20 percent of daily calls during the busy hour.

The final characteristic of future mobile consumption will be its “always-on” nature.
Historically, while cellular network standards have had the capability to support always-
on users, there were often implementation restrictions with the number of always-on
users a system could support. So, cellular standards allowed mobile data—enabled devices
to be attached to a cellular network without allocating them an IP address. Equally, lega-
cy cellular networks will be typically configured to automatically deallocate a device’s IP
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address after a period of inactivity. This can be contrasted with wireless LAN networks,
which have been based on the assumption of an always-on Ethernet service. However, the
next generation of cellular standards has been designed to support only always-on behav-
ior. For example, whenever a device attaches to an all-IP LTE network, it will, by default,
receive an IP address and be automatically enabled to send and receive IP packets.

Mobile Challenges

With the massive increase in forecasted consumption of mobile Internet services, it is
interesting to understand how today’s macro-cellular networks are positioned to accom-
modate this unparalleled growth in capacity. A simple way to evaluate the capacity of a
conventional cellular system is to examine three key cellular characteristics:

B Spectrum: The amount of available radio frequency spectrum is a key factor in
determining the capacity of a mobile system. The spectrum suitable for mobile net-
works is a scarce resource. It must be available in sufficient bandwidths to support
higher-speed access while also providing good propagation characteristics required
for providing wide-area coverage.

m  Spectral efficiency: The efficiency by which spectrum is used is another critical fac-
tor in determining the capacity of a mobile system. There is an upper bound to the
amount of information that can be transferred in a given bandwidth which is subject
to background noise, termed the Shannon Limit. It is generally accepted that as
more advanced signal-processing techniques are applied to mobile communications
systems, they are rapidly approaching such a theoretical limit.

B Frequency reuse: Because of its relative scarcity, mobile systems are required to
reuse their allocated radio spectrum across a particular network of cell sites.
Increasing the capacity by frequency reuse typically means dividing an existing cell
into multiple smaller cells.

Agilent has analyzed the growth in average macro-cellular spectrum efficiency as cellular
technologies have evolved from the original GSM system to the latest I'TE-A standards®.
In parallel, the growth in available spectrum for cellular systems can be mapped. Figure
1-9 shows both of these growth lines over the period from 1990 to 2015 (with efficiency
and spectrum being normalized to 1992 levels). The figure also shows the product of the
two variables, indicating the estimated growth in average macro-cellular system capacity.
Whereas the Cisco VNI forecast estimates that demand for mobile Internet traffic will
grow 39-fold over a five-year period, Figure 1-9 illustrates that by only using better
radios and more spectrum, the average capacity gains achievable by adopting a conven-
tional macro-cellular approach will see mobile broadband capacity a supply increase by a
factor of fourfold over the same five-year period. The only way that networks are going
to be able to support the estimated increase in mobile broadband traffic is by increasing
the adoption of smaller cells, with the chart in Figure 1-9 forecasting that the number of
cells will need to increase tenfold to meet the expected demand in traffic.
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Figure 1-9  Estimating Furure Average Macro-Cellular System Capacity

So, we can confidently predict that building the future mobile Internet will require net-
working technology that supports the following:

m  Scalable adoption of small-cell technologies—for example, using unlicensed IEEE
802.11 technology or licensed cellular-based home base station solutions

B A massive number of always-on devices, including scenarios where single subscribers
have access to multiple devices

m  Ubiquitous access, including nomadic access from in buildings as well as wide-area
mobile access for on-the-go consumption

m  Seamless access to a range of mobile services, including video, web access, peer-to-
peer, Voice over IP (VoIP), and gaming services

All of this would be easily achievable if the Internet supported native mobility.
Unfortunately, the Internet is not mobile! Conventional approaches for delivering mobility
have been to layer tunnels on top of the native Internet Protocol (IP). While casual
observers might comment that wide-area mobility has been solved by the mobile broad-
band architectures developed by the cellular organizations, or even the latest all-IP
mobile networks architected by the WiMAX forum, these all provide mobility function-
ality by tunneling packets over the Internet:

®  GPRS Tunneling Protocol (GTP): An overlay IP-based mobility protocol defined by
3GPP to provide mobility services for accessing the Internet by GPRS, WCDMA,
and LTE-based radio access networks.

m  Mobile IP (MIP): An overlay mobility protocol defined by the Internet Engineering
Task Force (IETF) to provide IP mobility services and adopted by 3GPP2 to provide
mobility services for accessing the Internet by cdma2000-based radio access net-
works.
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m  Control and Provisioning of Access Points (CAPWAP): An overlay IP-based mobili-
ty protocol defined by the IETF to provide mobility services for accessing the
Internet by IEEE 802.11-based radio access networks.

®  Proxy Mobile IP (PMIP): An overlay IP-based mobility protocol defined by the
IETF to provide mobility services that have been adopted by those architectures for
accessing the Internet by IEEE 802.16e—based WiMAX radio access networks.

As you will see later, Mobile IPv6 does have an optimized routed mode whereby, after
having originally traversed a tunnel, packets are subsequently routed directly between a
mobile node and a correspondent. However, you will also see how the use of IPv6 rout-
ing headers and destination options in the operation of optimal routing simply moves the
tunnel operation into the IP host; the IP applications running on a mobile node still need
to be shielded from the operation of MIPv6 with route optimization.

All this complexity is caused because, when IP was first proposed in 1975, “problems of
... mobility were many years off.”

Quite clearly, with the number of mobile broadband users set to eclipse the number of fixed
users and with ABI Research" estimating that 1.15 billion handsets were sold in 2009, “prob-
lems of mobility are upon us.” The industry will soon be faced with the situation that the
default technique for accessing the Internet will be through a mobility tunnel. Because tun-
neling of traffic requires stateful tunnel gateways to be operated, services accessed through
the “mobile Internet” might end up being more brittle than those accessed through the native
IP networks on top of which the mobility tunnels are transported.

Summary

The next decade will see the convergence of mobility and the Internet. The various SDOs
that define the next generation of wide-area mobile networks have all aligned around an
“all-IP” vision, providing access to purely IP-based packet services, with networks that
can be transported over converged packet-based networks.

However, we confidently predict that the mobility use cases will broaden from today’s
homogeneous, cellular-only view of the world:

B Devices will become more heterogeneous from an access perspective. Wi-Fi dual-
mode capabilities will become widely integrated into the next generation of cellular
devices.

B Users will increasingly have access to more than a single device for accessing the
mobile Internet.

B Next-generation mobile networks will have to support an increasing amount of con-
sumption from indoor locations, requiring techniques to be able to cost-effectively
integrate small-cell technologies into the overall mobile network.

These transitions are triggering a reassessment of how best to build the mobile Internet,
comparing alternative techniques for providing mobility in an all-IP world.
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Chapter 2

Internet “Sessions”

Imagine yourself talking on your mobile phone while driving to the office. On the drive
to the office, your mobile phone is connected to a number of different cell towers, and
the network somehow has to make sure that the “communication session” ends up at the
mobile phone regardless of its location. Apart from the fact that phoning while driving is
probably not a good idea from a safety point of view, you have perhaps always taken for
granted that you could keep talking without losing your connection to the person on the
other end of the line. In reality it is, because of the way the Internet works, hard to
enable this kind of seamless, real-time mobility. The problem becomes even harder when
sessions need to be kept alive when moving across different types of access networks
(for example, from cellular to Wi-Fi) or networks belonging to different operators.

This so-called session mobility is one of the more challenging issues in enabling the
mobile Internet, a pervasive Internet Protocol-based network that links fixed and
mobile nodes, whether they are sensors or servers, standalone, distributed, battery, or
line powered. This chapter provides a high-level overview of the way the Internet works
and explains where the difficulties lie in making session mobility possible. This back-
ground will enable you to appreciate these challenges as well as help you understand the
approaches to mobility presented in Part II of this book.

The Internet and Communication

The Internet is a network consisting of many smaller networks. Hosts (a traditional term
for all computers that are connected to a network) are connected to one or more of these
smaller networks. Routers are a special type of hosts that are connected to more than
one network and that forward data from one network to the other, as illustrated in Figure
2-1. Two hosts from different networks that want to communicate with each other do so
by using the TCP/IP protocol suite, so named after two of the most important protocols
in that suite, TCP and IP (explained in more detail later in this chapter). Today, TCP/IP is
also used between hosts that are connected to the same network.
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Figure 2-1  Network Elements That Constitute the Interner

The networks that form the Internet use many different hardware technologies, and many
different applications can be used on the Internet.

Packet Switching Versus Circuit Switching

Traditional telephone networks use a technology called circuir switching. That is, for a
given communication, a dedicated circuit is created between the two endpoints of a com-
munication session. The advantage of this approach is that the circuit can be reserved for
this one communication session; at the same time, that has a disadvantage. Even when the
circuit is not used (that is, for example, when both parties are silent in a phone conversa-
tion), the capacity of the circuit is reserved.

TCP/IP networks use a different approach—connectionless packet switching. The data of
a communication session here is divided into small units called packers, which each con-
tain enough information to enable the network to decide how to send it to the receiving
end of the communication. All packets are being sent independently to the receiver, and
the receiver reassembles the packets to reconstruct the original data. Figure 2-2 illustrates
this process.

Network

oood

Original Data I Packetized Data I I Re-Assembled Original Data

Figure 2-2  Dividing Data into Packets at the Sender and Reassembling at the Receiver
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The benefit of this approach is that the same network communication path can be used
for multiple communication sessions (multiplexing). The downside is that the order of
packets might not be preserved, resulting in packets being received out of order, and that
the delivery of the packets is “best effort.” Other communications might use all the avail-
able resources, and thus packets might be dropped or delayed, or the connection can fail
completely. For these reasons, it is difficult to provide guaranteed behavior. The cost ben-
efits from sharing capacity, however, usually outweigh the potential problems, resulting
in almost all modern networks using packet-switching technology. It is often easier and
cheaper to increase capacity than to move to a connection-based model, with the excep-
tion of some mobile networks that have limited capacity because of physical limitations
of the wireless spectrum.

IP over Everything, Everything over IP

The pivot point of TCP/IP-based communications is the Internet Protocol (IP) that is used
to transport packets from source to destination. As illustrated in Figure 2-3, IP shields the
underlying network technology from the applications that run on the network and vice
versa (note that this is a simplified version of the actual protocol stack).

Web E-Mail Telnet
IP
Ethernet DWD WiFi

Figure 2-3 P over Everything, Everything over IP

In other words, when a new data-link transport technology is developed, ensuring that IP
runs on top of it will allow all existing applications to be used. Furthermore, when an
application developer makes sure that his or her application uses IP packets for communi-
cation between nodes, it will automatically work on all IP networks.

This abstraction layer that IP provides between the transport layer and the applications is
perhaps the single most important reason why the Internet has become so dominant.
Instead of having to wait for an operator to make a certain service available to the users,
every clever student can now develop his own application. At the same time, the applica-
tion that worked over a slow 2-Mbps X.25 time-division multiplexing (TDM)-based net-
work continues to work over the 10-Gbps or more optical networks that are used nowa-
days.
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Addresses

A host on the Internet that wants to communicate with another host needs to be able to
uniquely identify that host. Therefore, on the Internet, every host is associated with a
globally unique address—the IP address. (Strictly speaking, this is not entirely true
because of the use of Network Address Translation (NAT), as will be explained later in
this chapter.) Internet communication is about sending IP packets from a source IP
address to a destination IP address. The IP address is both used to identify the host itself
as well as its location in the network. This means that if a host is at the same time con-
nected to two networks, it will, by definition, also have at least two IP addresses, one for
each of its network interfaces. Another important consequence of using the same identi-
fier for both the host itself and its location in the network is that if a host that is attached
to one network moves to another network, it must change its IP address.

Routers use the IP address of the destination of a communication session to determine
how to forward the IP packets from the source to the destination. In its most simple
form, an IP packet consists of a source IP address, a destination IP address, and some
payload containing the application data. Routers use the destination IP address to for-
ward the packets to the receiver. The receiver copies the source IP address from a received
packet into the destination address to send any return packets.

IPv4 Addresses

The most commonly used addressing scheme on the Internet today is Internet Protocol
version 4, or IPv4, documented in RFC 791

IPv4 addresses are 32-bit binary numbers usually written in the so-called dotted decimal
notation, a representation of the binary number that is easier for humans to remember. In
dotted-decimal notation, the IP address is separated into four 8-bit chunks, each separat-
ed by a dot. For example, the binary representation 00001010 00000000 00000000
00000001 is written in decimal representation as 10.0.0.1.

IP addresses are composed of two parts: a network identifier (net-id) and a host identifier
(host-id). The net-id is the same for all hosts on a particular network.

In the early days of the Internet, the boundary between the network and the host part of
the IP address was at fixed 8-bit positions, resulting in so-called Class A networks (first 8
bits reserved for net-id, 24 bits for host-id), Class B networks (16 bits net-id, 16 bits host-
id), and Class C networks (24 bits net-id, 8 bits host-id). This scheme is pretty rigid. If an
organization has, for example, 300 hosts (more than the 256 addresses that can be
formed with the 8 bits available for host-ids in a Class C network), the IP address registry
would have to assign it a Class B network that can be used to address over 65,000 hosts, a
large waste of usable addresses.

When the Internet became popular in the 1990s, this waste of usable address space
resulted in a looming address shortage. To overcome this, the protocols were redesigned
to allow a split between net-id and host-id at an arbitrary bit position. This system is
called classless interdomain routing (CIDR), documented in RFC 1518 Associated with
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an IP address is now a network mask that indicates how many bits of the IP address (the
so-called prefix) are used to indicate the net-id and how many belong to the host-id (the
suffix). So, in the example of the organization with 300 hosts, instead of moving from
256 addresses to 65,536 addresses, it can now go to 2 * 256 = 512 addresses. This togeth-
er with NAT (discussed later in this chapter) has resulted in postponing the date at which
all available address space will ultimately be exhausted. Figure 2-4 shows the division
between net-id (here 11 bits) and host-id.

Bit 0 3 7 11 15 19 23 27 31
0 | Net-id Host-id

10.0.0.0/8

10.1.0.0/16  10.2.0.0/16 10.3.0.0/16

10.1.0.0/24 10.1.1.0/24 10.1.2.0/24

10.1.2.0/28 10.1.2.128 /28
Figure 2-5 Aggregation and Subnetting
In essence, IPv4 packets consist of a host IP address, a destination IP address, and the
payload containing the application data. Some additional fields are added to indicate the

fact that it is an IPv4 packet, a checksum to detect defects caused by transporting the
packet, and so on. Figure 2-6 illustrates the format of an IPv4 packet.
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Bit 0 3 7 11 15 19 23 27 31
° Version IHL Type of Service Total Length
31
Identification Flags Fragment Offset
63
Time to Live Protocol Header Checksum
95

IPv4 Source Address

127

IPv4 Destination Address

159

Options Padding

191

Payload (Variable Length)

Figure 2-6  IPv4 Packer Formar

IPv6 Addresses

Mainly because of the foreseen shortage of IPv4 address space, the Internet Engineering
Task Force (IETF) has defined a new version of the Internet Protocol, Internet Protocol
version 6 (IPv6), documented in RFC 2460°. IPv6 has a much larger address space by
using 128-bit instead of 32-bit addresses. In addition to this, IPv6 contains other features
to automatically assign addresses to hosts and to make routing more efficient. Figure 2-7
shows the IPv6 packet format.
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Bit 0 7 11 15 19 23 27 31
0
Version Traffic Class Flow Label
31
Payload Length Next Header Hop Limit
63
IPv6 Source Address
127
191
IPv6 Destination Address
255
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Figure 2-7 IPvé6 Packer Formar

Routing

As you saw before, all communication between endpoints on the Internet is divided into
IP packets sent from a sender to a receiver. Routing is the process of discovering how to
forward the packets from sender to receiver.

Routers

Routers are intermediate devices in the network that have multiple network interfaces
that are connected to more than one network at the same time and that can forward pack-
ets from one network to the other. So, for the router to know what to do with a particular
IP packet, it needs to have knowledge about networks that can be reached through a par-

ticular interface.
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Routing Protocols

For hosts that are directly connected to the same network as the router, it is easy to con-
figure the router to send IP packets out over the right interface. The problem is that it is,
of course, impossible to know about all the hosts on the Internet and their location, not
to mention the fact that this changes every second. This is where routing protocols come
in. Through the use of routing protocols, routers learn which networks are reachable
through which interface. That is, routers tell other routers to which they have a direct
connection, which networks are reachable through them. Routers have an internal table
that they use to look up over which interface they should send a packet for a particular IP
address. Because of memory limitations, smaller routers usually have only a relatively
small number of entries in their routing table for directly attached hosts and forward all
other packets to a router that has more routing information. This path is the so-called
default route.

Routing protocols fall into two broad categories:

m Interior gateway protocols (IGP): IGPs are the protocols used inside an administra-
tive domain. Examples of widely used IGPs are Open Shortest Path First (OSPF),
Routing Information Protocol (RIP), and Intermediate System—to—Intermediate
System (IS-IS). These protocols focus on routing IP packets as efficiently as possible.

m  Exterior gateway protocols (EGP): EGPs are the protocols that are used between
administrative domains. Here efficiency is not the only criterion. One particular host
is usually reachable through different routes; business relations, reputation, and past
experience determine which route is preferred, or even possible. This process is
therefore also called policy-based routing. The dominant EGP is Border Gateway
Protocol (BGP) (currently version 4, documented in RFC 4271%).

The routes that IP packets take often have a large impact on the time needed to send a
packet from source to destination. Therefore, a lot of research goes into ensuring that
routers learn as soon as possible where to send an IP packet. Inefficient routing leads to
detrimental performance of applications.

Broadcast

Sometimes all devices on a particular network need to be reached, for example, to find
out which device can route packets elsewhere or to find out which device has a particular
IP address. This mode of operations is called broadcast. For this purpose, a particular
type of IP packet is used where all the bits of the host-id are set to 1. Sending a packet to
this IP address (a broadcast message) is the same as sending it to all hosts in the same net-
work as the host.

IP Multicast

Often, many thousands of hosts spread over the Internet want to receive the same appli-
cation data. Think, for example, of a live TV broadcast on the Internet. The way the
Internet works, this would result in many thousands of IP packets containing the exact
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same data, with the only difference being the destination IP address. Special protocols
have been developed for this type of application called IP multicast. Multicast routing
protocols ensure that the same payload is sent only once over a given connection. For this
application, a special set of IP addresses have been reserved (224.0.0.0 through
239.255.255.255) that are not assigned to hosts for normal IP communications, but are
reserved just for multicast purposes. The multicast layer can be seen as another abstrac-
tion layer on top of the physical network, and just like for regular IP where the routing
layer needs to keep track of which IP addresses are associated with which physical
addresses, the multicast routing layer needs to keep track of which multicast addresses
are associated with which group of hardware addresses.

Network Address Translation

In the explanation about hosts on the Internet, you learned that every host could unique-
ly be identified and had a globally unique IP address. This is not completely true; in reali-
ty, networks often use an internal IP addressing scheme that is not exposed to the rest of
the Internet (called private addresses). The reasons for this setup vary from the desire to
use as few globally unique IP addresses as possible and the (perceived) security benefits
of not exposing the internal network setup, to an easier network setup by using much
larger address ranges than could be obtained from local Internet registries. If a host that
has only a locally unique address wants to communicate with a host on the global
Internet, it has to communicate through another host that does have a globally unique
address and that maps the local address to a global address. This process is called
Nerwork Address Translation (NAT). NAT breaks the normal communication between
hosts on the Internet; however, over the years, many protocols have been adapted to be
able to deal with NAT.

If the IP addresses used internally are also being used externally, problems will arise,
because they are not guaranteed to be unique from the point of view of the destination.
Therefore, some special ranges of IP addresses have been reserved for use as private
addresses. The private address ranges are 10.0.0.0/8, 172.16.0.0/12, and 192.168.0.0/16 and
cannot be used on the public Internet.

If IPv6 gains wide adoption, NAT will no longer be required for overcoming address
shortages. However, NAT solutions are being proposed for coexistence of IPv4 and IPv6
during the transition to IPv6. In that case, NAT is used to translate IPv4 addresses on one
network into IPv6 addresses on another network and vice versa.

TCP/IP Five-Layer Model

You are now familiar with the importance of the IP layer sitting as an abstraction layer
between the application and the network layers. What has not been discussed yet is
exactly how the IP packets are turned into something that the network can understand, or
how applications that run on the Internet can transform their application-specific data
into IP packets. As it turns out, it makes sense to further divide both the network part
and the application part to separate generic functionality from specifics. The result of
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that is a layered model, in which the various layers each have their own functionality. For
example, this allows different applications to share a generic communications layer and a
protocol developer to concentrate on one layer without having to implement the com-
plete protocol stack.

In the course of internetworking history, a number of layering approaches have been pro-
posed, all trying to strike a balance between functional decomposition and increased
complexity in having to define the interactions between the layers in a network model. A
widely accepted model, and the model that will be used as a reference in this book, is the
TCP/IP five-layer model, which has been described by Comer®. Figure 2-8 illustrates the
TCP/IP five-layer model.

Layer 5 Application Layer Application Layer
Layer 4 Transport Layer Transport Layer
Layer 3 Internet or IP Layer Internet or IP Layer
Layer 2 Data Link Layer Data Link Layer
Layer 1 Physical Layer

Figure 2-8 TCP/IP Five-Layer Model

The data of one layer is carried as payload in the packets on the layer below it. This
process is called encapsulation, as illustrated in Figure 2-9. Data of the higher layers is
largely opaque to the layers below it. A particular layer at one host “talks” to the corre-
sponding layer at the other host.

“Largely opaque” refers to the fact that it often makes sense from an operational point of
view to “leak” information from one layer to the other—for example, to optimize an
application for transport over a particular type of network.

Lower layers typically refer to those layers that are below the Internet layer (also called
the IP layer), and conversely, higher layers are those that are above the Internet layer.

From <www.wowebook.com>



Chapter 2: Internet “Sessions” 23

Data Link Layer

Internet Layer

Transport Layer

Application Layer

Application Data

Figure 2-9  Data from Higher Layers Encapsulated in Packets on Lower Layers

Layer 1: The Physical Layer

The physical layer is, strictly speaking, not part of the TCP/IP model. However, because
this layer carries the actual data, it is important to understand how IP packets can be
transported over a physical infrastructure. There are many hardware infrastructures—
fibers, copper cables, wireless, and others. These networks can span large distances
(called wide-area networks [WAN]) and smaller distances (called local-area networks
[LAN]). For each hardware technology, you must define an addressing mechanism to
transport information over LANs or WANSs. These hardware addresses must be unique
inside a specific network and for a specific technology, but not necessarily globally,
because IP takes care of the global communications.

Layer 2: The Data Link Layer

The data link layer, also called the network interface layer, is responsible for accepting IP
packets from the Internet layer (Layer 3) and encapsulating them in a protocol that is spe-
cific for the Layer 1 network technology that is used and transmitting them over that net-
work and vice versa.

Apart from Ethernet and Address Resolution Protocol (ARP) (discussed in the sections
that follow), data link layer protocols include Layer 2 Tunneling Protocol (L2TP), Point-
to-Point Protocol (PPP), digital subscriber line (DSL), Integrated Services Digital
Network (ISDN), and others.

Ethernet

The most popular technology for LANSs is Ethernet. Ethernet is defined in the IEEE 802.3
series of standards. Ethernet hardware addresses are 48-bit or 64-bit numbers that are
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assigned to network interfaces. Ethernet addresses (also called MAC addresses, hardware
addresses, or Layer 2 addresses) are assigned in blocks to the manufacturers of network
interface cards and are unique. The fact that the addresses are specified by the manufac-
turer and not the network operator also implies that they cannot be assigned in such a
way that the host-id and net-id parts of the addresses can be distinguished, and thus they
cannot be used for interdomain routing. The use of Ethernet addresses for routing is
therefore limited to a single network domain.

The popularity of Ethernet in the LAN and the relatively low complexity of Ethernet
communication resulted in Ethernet technology being used not only in LANs but also
increasingly in WANS. In fact, Ethernet has become the dominant Layer 2 protocol in
most networks.

ARP

The Address Resolution Protocol (ARP) (the Neighbor Discovery Protocol [NDP] serves
the same purpose in IPv6) is the protocol that is used to map an IP address to a hardware
address. The exact format of the ARP messages depends on the specific hardware and is
implemented for many types of hardware. In its most basic form, a host sends a message
to all the hosts to which it is directly connected asking for the hardware address that a
given IP address is associated with. The host using the specified IP address answers with
its hardware address. For efficiency reasons, these answers are cached during a specified
amount of time, and hosts that change IP addresses might send a gratuitous response
indicating their new IP address.

Layer 3: The Internet or IP Layer

As discussed previously, the Internet layer is responsible for handling the communication
between hosts on the Internet, or to put it differently, it performs the routing function. It
accepts a packet from the transport layer, turns it into an IP packet, and hands it to Layer
2 and vice versa.

Examples of Internet layer protocols (apart from IPv4 and IPv6) are Internet Control
Message Protocol (ICMP), ICMPv6 (for control messages), and IPsec (for secure commu-
nications between hosts).

Layer 4: The Transport Layer

The transport layer is responsible for providing communication between applications on
different hosts. The transport layer takes the data stream that comes from a program and
divides it into packets. Included in the packets is information on what application trans-
mits the data and which application at the receiving host is supposed to receive it. Instead
of referring to programs with their process identifiers (that can change over time), an
abstract endpoint of a communication is defined—the protocol port, which is identified
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by an integer. Well-known port numbers are, for example, TCP port 80 that is used for
HTTP, the protocol used on the World Wide Web, and TCP port 25 that is used for
Simple Mail Transfer Protocol (SMTP), the protocol used for sending email.

Transport layer protocols fall in two broad categories: reliable transport, in which it is
guaranteed that the data arrives at the application on the receiving host in order and with-
out errors, and unreliable transport, in which data transport is not guaranteed.

Examples of transport layer protocols include Datagram Congestion Control Protocol
(DCCP), Stream Control Transmission Protocol (SCTP), as well as Transmission Control
Protocol (TCP) and User Datagram Protocol (UDP). The latter two are discussed in more
detail in the sections that follow.

UDP

UDP, documented in RFC 768", is the main example of a transport protocol that is unreli-
able. At the transport level, the receiving host will not acknowledge receipt of packets
and there are no measures to limit (for example) the data rate at which packets are sent in
order to take the available bandwidth into consideration. This does not mean that it is
impossible to build reliable connections using UDP; it just means that if reliable connec-
tions are needed, they will have to be implemented by the applications. The advantage of
using UDP is that because of the lack of overhead that is needed for providing reliability,
the protocol can be very simple and therefore efficient and fast.

A UDP datagram consists conceptually of two parts:
m A UDP header consisting of four 16-bit fields containing the following:

m A UDP source port

m A UDP destination port

m A UDP message length (that indicates the number of bytes in the packet)

m A UDP checksum (to check whether the packet has been changed on the way)
m  UDP data

UDP packets are encapsulated into IP packets for sending from sender to receiver. Figure
2-10 shows the structure of a UDP datagram.

TCP

The most important reliable transport protocol is the Transmission Control Protocol
(TCP), documented in RFC 793’. When large amounts of data need to be reliably trans-
ferred between sender and receiver and vice versa, the burden on application program-
mers to implement delivery confirmation and error detection becomes high. TCP relieves
application programmers from this burden by implementing a reliable transport protocol.
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In other words, the TCP layer will make sure that the sender is informed if a packet does-
n’t reach its destination, will adapt the rate of sending packets to the available bandwidth,
and will correct errors in transport by having the receiver ask for a packet to be retrans-
mitted until received correctly. Because state information in the endpoints is carefully
synchronized, TCP is called connection oriented. You should realize that reliable trans-
port comes at a price, namely, increased overhead. So, for applications that don’t need a
reliable transport, it might be better to stick with a simple but fast protocol. Think, for
example, of a voice call. If a packet is lost, it doesn’t make much sense to resend it; the
moment has literally passed. Reliability, rate adaptation, and error correction are imple-
mented by having the receiver explicitly acknowledge receipt of packets from the sender
to the sender.

Bit 0 4 8 12 15 20 24 28 31
0
Source Port Destination Port
31
Length Checksum
63

Payload (Variable Length)

Figure 2-10 UDP Datagram

A TCP connection is characterized by the IP addresses of both hosts involved in the
communication as well as the port numbers at both the source and destination. Because a
TCP connection is identified by an IP address and port number pair, a host can commu-
nicate with multiple other hosts using the same port, as long as the combination of IP
address and port number is unique.

TCP packets (called segments) are much more complex than UDP packets. They contain
not only source and destination ports but also a sequence number (to indicate the rela-
tive position in the data stream), an acknowledgment number (to indicate the number of
the next packet the sender expects), and so on. Figure 2-11 shows the structure of a TCP
packet.
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Bit 0 3 7 11 15 19 23 27 31
0
Source Port Destination Port
31
Sequence Number
63
Acknowledgment Number

95
Offset |Reserved Flags Window Size

127
Checksum Urgent Pointer

159

Options (Variable Length 0-320 Bits,
Depending on Offset Field)

Payload (Variable Length)

Figure 2-11 TCP Packet

Layer 5: The Application Layer

The application layer is the layer at which the user applications exist and that uses TCP/IP
networks to communicate over. The applications interact with one of the protocols in the

transport layer to send and receive data.

Examples of application layer protocols include: File Transfer Protocol (FTP), Network
Time Protocol (NTP), Post Office Protocol (POP), Internet Message Access Protocol
(IMAP), Session Initiation Protocol (SIP), Simple Mail Transfer Protocol (SMTP), Simple
Object Access Protocol (SOAP), Secure Shell (SSH), and Telnet, as well as Dynamic Host
Configuration Protocol (DHCP), Domain Name System (DNS), and Hypertext Transfer
Protocol (HTTP). The latter three are examined in more detail in the sections that follow.

Socket API

If you want to create an application that connects to another application on the Internet,
you need some kind of application programming interface (API) to do so. The API needs
to be capable of creating connections to other hosts or wait for incoming connections
from other hosts. For this purpose, most operating systems have implemented an abstrac-
tion of an endpoint for a communication session called a socket. The operating system or
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the program itself associates a socket identifier with the IP address of the host and a
port. If the program wants to connect to a remote host, it has to associate a remote
address and port with the socket identifier as well. The process of associating socket
identifiers with IP addresses and ports is called binding. So, you can identify any given
TCP communication session with the 5-tuple {local IP-address, local port, remote IP
address, remote port, socket identifier}. For UDP, you only need the local IP address,
local port, and socket identifier because UDP is not connection oriented. An important
consequence of the way that applications use TCP/IP through the socket API is that if
the IP address of a host changes, the identifier for the session must also change.

The socket API (for IPv4 defined in the POSIX standard® and for IPv6 documented in
RFC 3542°) contains programming primitives for creating and deleting sockets, for read-
ing and writing to sockets, as well as for operations like finding out and assigning the
host name of a host, the IP address of a host, and many more.

DNS

Hosts on the Internet communicate using IP addresses; however, for humans, IP addresses
are difficult to memorize, especially IPv6 addresses. For this reason, a naming scheme
that is easier to use by humans is created, as well as a way to map these human-friendly
names to machine-friendly addresses and vice versa. This is made possible by the Domain
Name System (DNS), documented among others in RFC 1034". DNS consists of a hierar-
chical naming scheme referred to as domain names. A domain name consists of a num-
ber of subnames in decreasing specificity separated by periods. For example, the domain
cisco.com refers to the commercial (com) entity (less specific) called Cisco (cisco, more
specific). Domain names are at the most general level organized into so-called top-level
domains that either indicate a functional role (.com = commercial, .edu = education, .net =
networking organization, and so on) or a country (.nl = the Netherlands, .uk = United
Kingdom, .us = United States, and so on). Conceptually, the Domain Name System can be
visualized as a tree with the top-level domains sharing a common root and the subdo-
mains branching from the top-level domains, as illustrated in Figure 2-12.

“wn

.com .net .nl

webex.com linksys.com cisco.com

host1.cisco.com host2.cisco.com

Figure 2-12 Domain Name System Tree
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Organizations that operate a domain (like com) can delegate the operations of the subdo-
mains of that domain (like cisco) to another entity (like to the company Cisco Systems).
The responsible party for a particular (sub)domain is responsible for maintaining the
mapping between host names that are of the form name.domain (for example,
serverl.cisco.com or www.cisco.com) and IP addresses.

Domain names are mapped to IP addresses through a process called name resolution.
Associated with every domain is a server that has knowledge about the IP addresses of
the hosts in that particular domain and of the subordinate server for its subdomains.
These servers are called name servers. Client software called resolvers query name
servers to find which IP address belongs to a particular host name by first asking the
local name server and, if unsuccessful, starting from the top of the DNS tree and travers-
ing down through the DNS tree toward the name server that holds the information for
that domain name.

To find a host name that is associated with a particular IP address, a similar process is fol-
lowed. IP addresses are represented in a special top-level domain in the DNS tree—the in-
addr.arpa domain. The IP addresses are encoded here in decreasing order of specificity
according to their dotted-decimal representation. So, the IP address 209.165.200.226 is
represented in DNS as 226.200.165.209-in-addr.arpa, and the same resolution process (in
this case called the reverse lookup) can be followed as in the case of mapping of names
to addresses.

DHCP

You can manually assign an IP address to a host. However, for operational reasons (coor-
dination is needed to make sure that IP addresses are unique) and especially when a host
is mobile (and thus will need to get a new IP address all the time), it is easier to dynami-
cally assign an IP address to a host. DHCP is a protocol that can be used by hosts to find
out which IP address they have to use on the network to which they are attached (other
link-layer-specific approaches exist).

To get an IP address, the host (the DHCP client) sends a broadcast message containing a
hardware identifier (the MAC address). A server that is configured to administer the IP
addresses replies to that message with an IP address and length of validity for that
address (a lease). When the validity period is ended (the lease is expired) or the host
moves to a new network, the host needs to ask for a new IP address.

HTTP

HTTP is an example of an application protocol (documented in RFC 2616"), and it is
used to request and send data on the World Wide Web. HTTP is used to send web pages
(documents encoded in HTML") from a host running a program that serves web pages
(the server) to a host (the client) being able to render the web pages in a program (the
browser) that presents the web document in a user-friendly format.
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Each web page is associated with a unique name called a Uniform Resource Locator
(URL) (documented in RFC 1738%). A URL consists of the protocol used to access the
page (HTTP in this case), a host, a port on that host (by default TCP port 80), a path to
the page on that host, and the name of the page (default index.html) with the following
syntax:

http://hostname:port/path/filename

So, the file index.html on the host www.cisco.com can be identified by the URL
http://www.cisco.com:80/index.html or, by omitting defaults, ashttp://www.cisco.com/.

A client asks the server for a particular URL by sending a get command with the URL
and the version of HTTP to use as parameters. The server responds by returning the web
page that was requested or by sending an error message.

Sessions and Mobility

Previous sections used the term session rather loosely, under the assumption that you
had an intuitive understanding of what was being discussed. As it turns out, things get a
bit ugly when attempting to provide a definition and examine the consequences. As
Internet veteran Scott Brim says:

“A session is instantiated by shared state for a communication that is not specific
to the network path. Sessions may, but need not be, assisted by intermediaries in
the network. Sessions can be one-to-one, one-to-many, many-ro-one, or many-to-
many.”

Intuitively that makes sense. After all, why would you care what route the bits that com-
prise your communication take, as long as they end up at the party with whom you are
communicating? Looking at the TCP/IP five-layer model, you would expect a session to
sit between the transport layer and the application layer. However, there is no session
layer in the TCP/IP five-layer model. In general, sessions are considered to be “at the top”
of the transport layer. For static nodes, this doesn’t matter that much, but as you will see
in the upcoming chapters, when nodes start moving, problems arise.

Session Persistence and the Locator-ldentifier Problem

Session persistence is the notion that a communications session will be uninterrupted
while one or more of the nodes engaged in the communication session move. The reason
why making sure of this is a problem is that as you saw earlier in this chapter, irrespective
of whether IPv4 or IPv6 is used, a communication session is partly identified by the IP
addresses of the communicating hosts (the “Identifier” of the session). At the same time,
the IP address of the host also indicates the location of the host in the network (the
“Locator” of the session). To put it differently, the IP address is used to route packets to
the right destination, so when a host gets connected to a new network, it will have to
change its IP address; otherwise, packets will never reach it at its new location, and as a
result of that, the session identifier changes and the session breaks.
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Building the Mobile Internet

Building “the mobile Internet” is really about finding solutions for the fact that communi-
cation sessions are tied to a specific transport session and thus to a set of IP addresses.
There are a number of strategies that can be followed:

m  Accept that application sessions are bound to a transport session:

The easiest approach is to just accept the fact that application sessions are in fact
tied to a transport session and that, in a number of cases, application sessions are
dropped when the point of attachment to the network changes. Actually, many appli-
cations are not or should not be that sensitive to interrupted sessions in the first
place. If you think about fetching your email, it really doesn’t matter that much
whether the first 20 emails are fetched in one session and the next 30 in another, as
long as they all end up in your inbox for you to read. Many other applications that
are sensitive about session interruptions could relatively easily be made less sensi-
tive, but until recently, the need just was not there.

Mobile Internet access that does not require session persistence is also called
nomadic or roaming access. Rather than focusing on session persistence, nomadic
access focuses on seamless access to different networks. That is, the user doesn’t
have to go through administrative or reconfiguration hassles to get connected when
arriving at a new location, but sessions will not necessarily stay “up.”

® Introduce an application layer “session persistence mechanism” that is not bound
to the transport layer session:

A small variation on the previous approach is to introduce an application layer ses-
sion persistence mechanism that is not bound to the transport layer. For example,
web browsers can save the state of a communication session in the form of cookies,
small pieces of data that are kept in memory or on disk and that contain the relevant
information needed to continue the application session at the point where it was left
when the host changed its point of attachment. Unfortunately, taking this approach
requires implementing a session state in each application that needs session persis-
tency.

Another approach is to use the domain name of the host at the application layer
instead of the IP address to identify the host. Because the actual transport of the
packets will still be based on the IP address, this requires updating the DNS server
when a host attaches to a new network.

B Keep the same IP address while moving:

As you saw earlier in this chapter, the IP layer is an abstraction layer on top of the
physical infrastructure. When a host moves to another network, it must change its IP
address; otherwise, there would be no way of knowing where to route packets.
Inside one (Layer 2) network, it is not necessary to change IP address; all hosts are
directly connected. One technique to expand this behavior to multiple networks is to
make multiple physical networks appear as one to the IP network by encapsulating
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Layer 2 packets in other Layer 2 packets. This technique is called runneling (and can
also be used on Layer 3, as you will see in other chapters of this book). Hosts appear
to be directly connected to the router, while in fact the packets are transported over
a number of nodes.

m  Introduce a “new layer™:

As you saw before, there are a number of approaches for a layered model of the
Internet, and the separation between the different layers is not as strict as sometimes
suggested. So, nothing stops the Internet community from “inventing” an extra layer
that sits between the transport and the application layer or the transport layer and
the network layer, or is a sublayer of the transport layer.

m  Redesign the TCP/IP protocol stack to achieve separation of locators and end-
point identifiers:

A more fundamental approach is to redesign the TCP/IP protocol stack to achieve
separation of locators and identifiers; that is, to have different entities describing the
location of a node and the node itself, instead of having the IP address being
involved in both roles. Of course, such a fundamental change might be hard to
achieve. A smooth transition from operations based on the current design is required
because a “flag day” is near to impossible with the billions of connected users and
devices.

The rest of this book will examine these different strategies in detail; it will explore the
different approaches as well as the consequences of adopting them.

Summary

This chapter provided an overview of the Internet and the protocols that make it work. It
also explained why enabling session mobility is a challenge because of the dual function
of an IP address as both an identifier for the network location of a host and an identifier
for the host itself. Finally, a sketch of possible approaches for session mobility was intro-
duced that will be examined in more detail in the rest of the book.
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Chapter 3

Nomadicity

Rather than focusing on keeping sessions alive, nomadicity is about being able to use the
Internet and its services, regardless of location and time. The biggest challenge in gaining
ubiquitous access is to be able to use networks and services that are not controlled by
the operator that the user has a subscription with. This chapter explains the key concepts
that make it possible for users and devices to gain access to IP networks and IP-based
applications that are offered by others than their own operator. Nomadic or roaming use
of the Internet refers to a usage pattern in which network connectivity is not available (or
used) on a permanent basis, but rather intermittently and opportunistically. In other
words, no session persistency at the transport layer is assumed. Therefore, this chapter
does not cover Layer 2 or Layer 3 mobility, which are part of subsequent chapters. In
particular, this chapter will not discuss roaming within the network of a cellular operator
because that is based on Layer 2 roaming.

The basis of all Internet communications is, obviously, getting access to the Internet in
the first place. In a local environment, getting access might be as simple as plugging an
unshielded twisted-pair (UTP) cable into a wall outlet. As organizations grow bigger, in
particular when wireless technologies are deployed or when users need to access the net-
work from outside their own organization, security based on the ability to enter a partic-
ular building is no longer sufficient. There is a need to control access to the local net-
work and the Internet in a scalable and efficient way.

A similar reasoning holds for application access. Users need to be able to access their
networked applications, regardless of where they are. An increasingly popular phenome-
non is that of offering applications “in the cloud,” meaning that the application is hosted
or offered by a third party somewhere on the Internet.

These are examples of the need for authentication, authorization, and accounting (AAA)
mechanisms to control which persons or devices can gain access to the network and
what they are allowed to do on that network. This chapter explains those mechanisms as
well as the associated opportunities and challenges that come with that ability, in partic-
ular in a roaming situation.
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Authentication and Authorization

A central concept for access to networks and applications is that of the digital identity—
the digital representation of users or devices. The digital identity is usually associated
with a unique identifier (such as a number or a name).

Authentication establishes the link between actual persons or devices and their digital
representation. In other words, by successfully authenticating yourself, you prove to the
network or the application that you are who you claim to be. After successful authentica-
tion, the network or the application then decides, based on policies that the operator or
owner of the application has defined, what resources you get access to—the authoriza-
tion.

As you can imagine, operators that often have millions of subscribers need to have
sophisticated systems to keep track of all these subscribers and to provide adequate
mechanisms for provisioning and deprovisioning, billing, authentication, and other servic-
es that are available to the subscribers. The servers that perform these tasks are generally
referred to as AAA servers (pronounced triple A servers). As you will see in the sections
that follow, in different domains, different types of electronic identifiers are used, which
results in interoperability challenges. For example, the identifier that is used to gain
access to a Long Term Evolution (LTE) network cannot be used just like that to gain
access to a Wi-Fi network.

Authentication and Authorization in LTE

There are many types of cellular networks in use today. Standardization takes place in the
Third Generation Partnership Project (3GPP)' and 3GPP2’ (focusing mainly on the North
American market). Instead of describing all the generations (1G, 2G, 2.5G, 3G, and 4G)
and all the standards in those generations (CDMA, CDMA2000, EV-DO, HSDPA, GSM,
UMTS, and many more) that all come with slightly different authentication methods and
various roaming capabilities, this section provides a description of the LTE system for
two main reasons:

m  LTE is the technology that gains support from most mobile operators as the technol-
ogy of choice for their future networks.

m  LTE is the cellular technology that provides the most comprehensive system for
roaming with other cellular but also noncellular network technologies.

Strictly speaking, LTE is only the radio access network technology. The core network
architecture goes by the name System Architecture Evolution (SAE) and defines the
Evolved Packet Core (EPC), the fixed part of a mobile operator network. But what is
commonly referred to as LTE encompasses both the radio and the fixed network. This
chapter will follow that convention.

Figure 3-1 shows the various components in an LTE network; these are defined in the list
that follows. Chapter 4, “Data Link Layer Mobility,” describes the EPC and its associated
mobility protocol in more detail.
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Serving
UE eNodeB GW GW

Figure 3-1 LTE Architecture

The user equipment (UE) is the mobile device.

The eNodeB is the access point to which the terminal connects through the wireless
network and that is connected to the EPC.

m  The Mobile Management Entity (MME) is the central control component in the
EPC, and it is responsible for authenticating the user (by interfacing with the HSS—
see the later bullet), assigning temporary identifiers to the terminals, roaming author-
ization, and lawful intercept.

m  The Serving Gateway (Serving GW) routes packets to and from other 3GPP networks
(General Packet Radio Service [GPRS], Universal Mobile Telecommunications System
[UMTS]) and is a transient mobility anchor for the UE in those networks.

m  The Packet Data Network Gateway (PDN GW) performs the routing to and from
non-3GPP networks (like Wi-Fi, Code Division Multiple Access [CDMA] 1X,
Evolution-Data-Optimized [EVDO], and WiMAX) and is the permanent mobility
anchor for the UE roaming with those networks—in other words, the IP point of
attachment.

m  The Home Subscriber Server (HSS) contains the database with all subscriber data
and is used to perform authentication and authorization as well as to provide user
location.

The 3GPP specifications® define a number of identifiers to be used in cellular networks,
the most important of which are those that identify, respectively, a user, a user subscrip-
tion, and a device.

The International Mobile Subscriber Identity (IMSI) identifies users. The IMSI conforms
to the ITU E.212 numbering standard and is usually 15 digits long (but can be shorter)
and consists of a country code, a network operator code, and a mobile subscriber identi-
ty. The IMSI is stored in the SIM card and is used as the index key for subscriber data in
the HSS, a database containing the data of all subscribers and the services they are enti-
tled to. For privacy reasons, the IMSI is sent as little as possible over the network.
Instead, after successful authentication, a temporary identifier, the Temporary Mobile
Subscriber Identity (TMSI), is used.

An identifier called the Mobile Subscriber ISDN Number (MSISDN) is the phone number
that corresponds with the SIM card in a mobile phone of a user. An MSISDN conforms
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to the ITU E.164 numbering standard and contains 15 digits that identify the country
code, the network operator, and the subscriber.

Finally, the International Mobile Equipment Identity (IMEI) identifies the mobile device
itself (not the SIM card inside).

Using the Authentication and Key Agreement (AKA) protocol defined in RFC 3310%, a
user authenticates to 3G and 4G networks and vice versa. The AKA procedure is a chal-
lenge-response mechanism based on a shared key that is stored on the SIM card of the
terminal and in the Authentication Center (AuC) that is part of the HSS (in LTE) or HLR
(in 3G). This shared key is used as input to algorithms to calculate other keys that are
used for integrity (IK) and confidentiality (CK) protection of the data and for calculating
the response to the challenge sent in the AKA.

Figure 3-2 and the list that follows show how the AKA procedure works in LTE.
(Incidentally, UMTS networks also use the AKA.)

Access
Network

Attach Request (IMSI)

Authentication Request (IMSI)

1 Authentication Response (AV's)

AV Selection
(RAND, XRES, CK,
IK, AUTN)

Authenticate Request (RAND, AUTN)

Verify AUTN
Compute RES

Authentication Response (RES)

[ compute cx, & | ( compare rEs, xzEs |

————ed g e

Figure 3-2 AKA Authentication

1. A shared secret (Ki) is defined beforehand and stored in both the SIM card and the
Authentication Center (part of the HSS).
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2. The terminal sends an Attach Request to the MME containing the IMSI or TMSI of
the user.

3. The MME requests authentication information from the HSS.

4. The Authentication Center function in the HSS takes a random challenge (RAND),
uses the shared key Ki that is associated with the IMSI to calculate the expected
response (XRES) to that challenge, as well as CK and IK, and sends an authentication
vector (AV) containing RAND, XRES, CK, and IK as well as the authentication token
(AUTN) used by the SIM for authenticating the network to the UE.

5. The MME then sends an authentication request to the terminal containing the
RAND and AUTN. The SIM authenticates the network by verifying the AUTN and
calculates the CK and IK, as well as the response (RES) to the challenge RAND using
the same algorithms the HSS used.

6. The RES is sent to the MME and compared with the XRES. If the RES and XRES
match, the terminal gets access.

Authentication and Authorization in Wi-Fi Networks

As described in the sections that follow, authentication for Wi-Fi networks typically
comes in two flavors—captive portals and IEEE 802.1X.

Captive Portals

With the captive portal approach, the device gets access to the local wireless IP network
only. Whenever the user requests a web page outside the local network, the captive portal
captures that request (hence the name) and instead shows a login page in which the user
enters his or her username and password or credit card details. The user credentials are
verified in some kind of user database, and upon successful verification, the user then
gets access to the Internet. User identifiers take the form of a username.

802.1X and EAP

The IEEE 802.1X standard defines a framework for access control to a local-area network
by encapsulating Extensible Authentication Protocol (EAP) messages. Wireless security
standards such as WPA (Wi-Fi Protected Access) and WPA2 use 802.1X and EAP.

Figure 3-3 illustrates an 802.1X authentication. 802.1X defines three entities:

The supplicant is a piece of code that runs on the user device.

The authenticator is the device that gives the device network access; in Wi-Fi, this is
the access point.

B The authentication server (typically a RADIUS server) verifies the user credentials in
some sort of user database and informs the authenticator of the outcome.
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The user identifier usually takes the form of a Network Access Identifier’ (NAI), an iden-
tifier of the form username@realm, where the realm stands for the administrative domain
to which the user belongs.

Supplicant ——  Authenticator —> RADIUS Server —>
(AP or Switch) < University A ~<— '
AL

user@university_a.nl /
Employee
VLAN

——> Signaling

User DB

Commercial

E——— Data

Figure 3-3  802.1X Authentication Example of Student Gaining Access to the Campus
Cetwork (Courtesy of SURFner)

User credentials are transported to the authentication server by using the EAP®, a generic
framework for forwarding encapsulated authentication data. EAP allows many types of
credentials to be used, including username/password combinations, X.509 certificates,
and others.

Figure 3-4 shows the EAP architecture. Between the supplicant and the authenticator, the
EAP messages are encapsulated in Ethernet frames (EAP over LAN). Between the authen-
ticator and the authentication server, EAP is usually encapsulated in RADIUS (or alterna-
tively Diameter).

EAP methods define how authentication data should be encapsulated into EAP mes-
sages. Many different EAP methods exist. A number of EAP methods support confiden-
tiality of user credentials in transit between the supplicant and authentication server. This
means that neither the authenticator nor other network elements in the path between
supplicant and authentication server can eavesdrop on the user credentials. In Wi-Fi net-
works, EAP-TTLS,” PEAP,* and EAP-FAST’ are mainly used. All of these protect the user
credentials against eavesdropping and allow mutual authentication of supplicant and
authentication server. For roaming between cellular networks and Wi-Fi networks, EAP-
AKA can be used, as discussed in the section “Non-3GPP Access,” later in this chapter.
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EAP Peer Authentication Server
EAP Method EAP Method
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Figure 3-4 EAP Message Communication

Authentication and Authorization for Internet Applications

Authentication for network access is relatively difficult because there is no IP connectivi-
ty yet, so special protocols like 802.1X need to be used to transport user credentials to
the authentication server. But as you saw in Chapter 2, “page 13,” after you have IP con-
nectivity, the sky is the limit. Therefore, it is hard to say anything in general about authen-
tication for networked applications. Many different protocols exist, such as Kerberos, NT
LAN Manager (NTLM), HTTP Basic Authentication, and so on. Also, every possible
authentication method, ranging from username/password combinations and one-time
passwords to smartcard authentication, exists and is in use. For web-based applications,
the most common one is still username/password over (hopefully) a Secure Socket Layer
(SSL) connection.

Federated Identity

When you cross the border into another country or when you enter a shop that offers
Wi-Fi, you really don’t want to have to sign up for a contract each time to connect to a
network, not to mention the burden of remembering all the different usernames and pass-
words.

Here is where federatred identiry comes in. In the federated model, a user has a contract
with only one (or a few) operators—the “home operator” that establishes the identity of
the user. That one identity is then used to gain access to networks or applications man-
aged by other operators. To make this work, the operators of the different networks need
to establish a roaming or federation agreement. Such an agreement specifies under what
conditions a visited network accepts an authentication statement (“this is a valid user”)
from the home operator, how the authentication credentials and accounting data are
exchanged, and what financial arrangement is in place for visiting users.

From <www.wowebook.com>



42 Building the Mobile Internet

So, in this model, as shown in Figure 3-5, the home operator (in identity lingo called the
Identity Provider [IdP]) acts as a trusted third party for the serving operator, called the
Service Provider (SP) or Relying Party (RP). There is no direct contractual or trust rela-
tionship between the user and the visited network, only between the user and the IdP
and between the IdP and the RP. Because there is a trust relationship between the user
and IdP and between the IdP and RP, the RP “trusts” the user.

Relying Party

. Trust (Roaming Agreement)

: .
)

1

1

! .

Transitive Trust | Identity

H Provider
)

1

1

\/

@ Trust (Authentication)
Client

Figure 3-5 Federared Identity

The RADIUS" protocol allows forwarding of authentication requests to another RADIUS
server; this is why RADIUS is widely used for network roaming. The authentication
requests here are forwarded by the RP (usually also a RADIUS server) to the RADIUS
server of the home operator (the IdP), and the outcome of the authentication is sent
back. By combining RADIUS with EAP, the confidentiality of the user credentials can be
preserved.

For access to web-based applications, a number of different protocols are used, such as
Security Assertion Markup Language (SAML"), OpenID", or Open Authentication
(OAuth)®.

When users roam between networks using the same technology (that is, from one Long
Term Evolution (LTE) network to another LTE or similar network), this is called horizon-
tal roaming. Roaming between different types of networks, such as roaming from an
LTE network to a Wi-Fi network, is called vertical roaming.

3GPP standardizes access to non-3GPP networks but places the LTE core network firmly
in control; authentication is always performed in the LTE EPC. IEEE (the standardization
body for the Wi-Fi standards) in its 802.21 standard'* addresses vertical roaming with a
more equal role for the different access technologies but does not address federated net-
work authentication.
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Federated Access in LTE
3GPP distinguishes two types of federated access:

m  3GPP access’: Describes horizontal roaming.

m  Non-3GPP access'®: Describes vertical roaming.

In both cases, the home network needs to establish a roaming agreement beforehand (and
the user’s subscription should allow roaming access).

3GPP Access

3GPP access is access to an LTE network of another operator or to a UMTS or GPRS net-
work. UMTS networks (and GPRS networks that support interworking with LTE) support
AKA authentication.

Based on the IMSI (that contains a country and an operator code), the MME can ask the
home HSS of the user to verify the user rather than the HSS in the serving network. The
home HSS must check whether the subscription agreement with the user allows roaming,
but apart from that, the authentication process is the same as for the nonroaming case.

Non-3GPP Access

Examples of non-3GPP access are CDMA-2000, WiMAX, and Wi-Fi. These networks
don’t use the same authentication methods, and the elements in these serving networks
don’t understand how to deal with an AKA authentication. So, rather than involving a net-
work element in the serving network directly in the authentication flow with the home
network, EAP is used instead. Here EAP provides the necessary abstraction from the
actual authentication using AKA. For this purpose, EAP-AKA and its more secure suc-
cessor EAP-AKA' (EAP-AKA Prime) have been created. The EAP identity contains the
IMSI or a pseudonymous identifier that was established in a prior authentication to
locate the authentication server for the user.

Figure 3-6 shows how AKA authentication can be encapsulated in EAP.

Although you can use the IP connectivity of the serving network, the typical use is to
tunnel all traffic back to the home network using IPsec.

Federated Access to Wi-Fi Networks

Originally, Wi-Fi was intended to be used as a local-area network technology, typically
covering an area with a radius of some 30-50 meters. Nowadays, sometimes hundreds to
thousands of Wi-Fi access points together form horspots that provide coverage to com-
plete campuses or even cities. Still, the majority of the hotspot operators provide access
to an area with a limited geographical scope (unlike the nationwide coverage that cellular
operators provide). To provide coverage beyond the geographical region, hotspot opera-
tors need to collaborate so that subscribers of one operator can gain access to the net-
work of another operator.
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Figure 3-6 EAP-AKA

Roaming to Other Wi-Fi Networks

The main challenges in roaming access for Wi-Fi networks are setting up the roaming
agreements and verifying the user credentials at the home network.

Because, unlike cellular networks, Wi-Fi hotspots are by virtue of the local-area charac-
ter of the technology relatively small, setting up roaming agreements with a large number
of Wi-Fi operators is hard to scale. To solve the scaling problem, three different types of
organizational models emerge:

m  The first model mimics the cellular model. A large operator acquires or leases a large
number of hotspots and unifies the authentication across these hotspots. AT&T
hotspots and T-Mobile hotspots are examples of this arrangement.

m  In the second model, a third party acts as a broker for a large number of hotspot
operators. The users have a contract with the broker and authenticate and pay for
access to the broker. The broker in turn pays the hotspot operator. Examples of this
arrangement are Boingo and iPass.

®  The last model has individual hotspot operators join forces and agree on roaming
conditions and credential verification methods. Examples of the latter are FON and
the Wi-Fi roaming infrastructures that many schools worldwide participate in—
eduroam. (This is further explained later in the section “Example of Wi-Fi Roaming:
eduroam.”)

Verification of the credentials of the users at the home network requires transporting the
credentials to the home network and sending the outcome of the authentication back to
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the visited network. The dominant transport protocol for transporting the credentials is
RADIUS.

The main advantage of the captive portal method for Wi-Fi is that it only requires a web
browser on the user device. This is also why it is the most commonly used access method
at public hotspots. The main downside is that because the Wi-Fi link is unprotected, sim-
ple MAC spoofing can be used by an attacker to piggyback an authenticated user’s con-
nection. Additionally, the user credentials are visible to every hotspot operator (they have
to be entered in the web page that the captive portal shows) and can be observed by
every RADIUS server in the path to the home RADIUS server. When 802.1X is used, the
combination of 802.1X, EAP, and RADIUS allows user credential privacy. This means that
users don’t have to worry about giving their password to potentially thousands of
hotspot operators, let alone rogue hotspot operators. An added benefit of using 802.1X
is that all user traffic is encrypted over the Wi-Fi radio link, allowing the operator to be
sure that every packet sent into the network originated from an authentic Wi-Fi user.

The added security features of 802.1X and better support in the most common operating
systems have resulted in a slow but steady increase in use, especially in corporate envi-
ronments.

802.11u

Two issues that are particularly important for Wi-Fi access are the fact that most Wi-Fi
hotspots are relatively small and that there are thousands of them. In a densely populated
area, a user easily often “sees” 30 or 40 different Wi-Fi networks, without knowing which
of those will have a roaming agreement with the home operator and, if so, under what
conditions.

This is the problem space that the upcoming IEEE 802.11u" standard addresses. Hotspots
that are 802.11u enabled can broadcast information about the roaming consortia they
belong to and under what conditions they can be used.

Example of Wi-Fi Roaming: eduroam

An example of a Wi-Fi roaming service is eduroam®. This service is limited to education-
al institutions. However, its technical setup and broad uptake (more than 500 universities
in some 50 countries with over 10 million users) warrant attention.

eduroam started out in the Netherlands in 2003 and gained fast popularity in most
European countries and later in Australia, Japan, Hong Kong, and Canada. Lately, U.S.
schools are joining eduroam and Internet2 is supporting the initiative.

Figure 3-7 shows the European national research and education networks that participate
in eduroam. (For an up-to-date overview of all participating institutions in Europe and
elsewhere, refer to the eduroam website.")
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Figure 3-7  European National Research and Education Networks Participating in
eduroam as of May 2010 (courtesy of TERENA)

eduroam consists of a few basic elements, described in the following paragraphs.

A RADIUS hierarchy is set up consisting of a set of institutional (redundant, for failover
purposes), national, and continental RADIUS servers. All institutional RADIUS servers
connect to the national servers in their country. All national servers connect to the top-
level servers for their continent, and the continental servers (Europe, America, and Asia-
Pacific) connect to each other.

Figure 3-8 shows the RADIUS hierarchy that constitutes eduroam. The top-level servers
that are fully meshed know which top-level servers serve what national domains. The
national servers are connected to all institutional servers in their country and to the top-
level servers in their continent. The institutional servers are connected to their national
servers.
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Figure 3-8 The eduroam Hierarchy

European American

802.1X is used for secure access to the institutional Wi-Fi networks.

EAP is used to protect user credentials. EAP identities are of the form
anonymous@domain-name-of-institution or, instead of anonymous, a pseudonymous
identifier. Users’ authentication requests are forwarded through the RADIUS hierarchy
based on the domain name of the institution to which the user belongs.

In other words, the home institution authenticates the user and the serving institution
authorizes the user for access. The home institution of the user can decide which authen-
tication method and what EAP method to use.

Figure 3-9 shows a typical eduroam authentication, which is described in further detail in
the list that follows.

Supplicant—>  Authenticator — RADIUS Server RADIUS Server —>
E (AP or Switch) <— University A _~ University B~ <— '

> User DB User DB

Visiting User
user@university_b.nl

Central .nl
RADIUS

Commercial
VLAN
Proxy Server

Employee
VLAN %

—> Signaling

Data eJ uroam

Figure 3-9  The eduroam Basic Operation (Courtesy of SURFnet)
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1. A user from University B in the Netherlands tries to gain access to the network at
University A, also in the Netherlands.

2. The authenticator asks the user (or rather the supplicant) to authenticate.

3. The user sends the authentication credentials encapsulated in EAP with an EAP iden-
tity of anonymous@university b.nl to the authenticator.

4. The authenticator at University A forwards the EAP message to the RADIUS server
of University A.

5. The University A RADIUS server observes that the EAP identity does not belong to
University A and forwards the EAP message to the national RADIUS server for the
Netherlands operated by SURFnet, the Dutch research and education network.

6. The SURFnet RADIUS server for the .nl domain sees that the EAP identity belongs
to University B and forwards the EAP message to the University B RADIUS server.
(If the EAP identity were not for the .nl domain, the EAP message would be forward-
ed to the European top-level server.)

7. The University B RADIUS server deencapsulates the EAP message and verifies the
credentials.

8. University B sends the result of the authentication back along the same route.
9. The RADIUS server at University A instructs the authenticator to allow access to the
user (and possibly to assign the user to a specific VLAN for guests).
Federated Access to Applications with SAML

When you assume that more and more applications will be offered “in the cloud,” it is
imperative that scalable mechanisms exist for federated identity. The most widespread
systems for federated identity to (mainly) web-based application make use of the
Security Assertion Markup Language (SAML) protocol suite. SAML is an XML-based
markup language for transporting authorization assertions between IdPs and RPs.

Figure 3-10 shows a typical SAML (version 2.0) flow, which is further described in the list
that follows:

1. The user uses his browser to try to access a resource under control by the RP.
2. The RP issues an authentication request to the browser (plus a redirect to the IdP).

3. The browser sends the authentication request to the IdP and asks for an authentica-
tion statement.

4. The user (if not already authenticated) authenticates at the IdP.

5. The IdP issues an authentication statement to the browser stating that the user is suc-
cessfully authenticated (plus a redirect back to the RP).

6. The browser presents the authentication statement to the RP.

7. The RP gives the user access to the resource (assuming that the user satisfies the RP’s
policies and a roaming arrangement exists between the IdP and RP).
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Figure 3-10 SAML 2.0 Authentication Flow

Location Information and Context Awareness

One particular characteristic of the mobile Internet is obviously that users are mobile—
that is, not bound to a particular location. The location of users can be used for a num-
ber of location-based services, ranging from finding the nearest pizza parlor through
turn-by-turn driving directions to finding a person that makes an emergency call.

Many modern devices contain a Global Positioning System (GPS) chip for providing loca-
tion information. GPS is, however, not very accurate indoors or in the presence of build-
ings. Therefore, in many networks, additional ways of positioning a mobile terminal are
used.

Location information is, however, just one example of the broader issue of context aware-
ness. Knowledge about the network, the device that accesses the network, the user, and
the applications can all be leveraged to offer the user a tailor-made user experience. But
that is beyond the scope of this book.

The following paragraphs explain how location is determined in LTE and Wi-Fi networks.

Location Information in LTE

Nowadays many mobile devices contain a GPS receiver. This allows the applications to
acquire the location of the device and offer services based on that location. In addition to
that, many devices are able to use so-called assisted GPS (A-GPS) to overcome the inac-
curate indoor positioning of GPS. With A-GPS, the network supplies location informa-
tion (based on the position in relation to cell towers) or information about the geo-orbital
position of the GPS satellites. This allows devices to acquire fast and reliable positioning

From <www.wowebook.com>



50 Building the Mobile Internet

information in all circumstances, even indoors. This is of particular importance in emer-
gency situations (like 911 or 112 calls in, respectively, the United States and Europe).

Location Information for Wi-Fi Networks

Unlike in cellular systems, where there are relatively few radio towers of which the posi-
tion is well known, for Wi-Fi networks, the location of all access points is not always well
known and might change. This makes it comparatively harder to use the location of the
access points to reliably determine the position of the mobile equipment. If the location
of the access points is stable, however, the location of the access point can be used to
determine the location of a mobile terminal accurate to typically about 50 meters, even
better if triangulation is used between multiple access points.

An example of a Wi-Fi positioning system is the Cisco Wireless Position Appliance® that
is part of the Cisco Context-Aware Mobility solution and that can be used to track assets
and users.

Privacy and Security

Privacy concerns develop when user data is spread across many locations. Personal
Identifiable Information (PII), such as street addresses, IP addresses, first and last names,
and login credentials, can be traced back to an individual or a small group of individuals.
Privacy regulations often dictate the amount of PII data that can be exchanged.

At the same time, users need to be properly authenticated when they are trying to access
another network, and users often want to share their location to get location-based serv-
ices.

Law enforcement requires the ability to track crime suspects and monitor their transac-
tions and conversations. For that purpose, operators need to be able to redirect and mon-
itor traffic of particular users without their knowledge. These Lawful Intercept (LI)
requirements complicate roaming agreements, traffic offload, and other route optimiza-
tion functions, because the easiest way to comply with these requirements is to direct all
traffic through a central location, where it can be monitored.

A useful concept in federated access is that of a “pseudonym,” an identity that is unique
for a specific user and often for a specific access network but that can only be linked to
an individual user by the home network operator. The extent to which pseudonymity can
be used varies from one access technology to another and from implementation to imple-
mentation.

From a security point of view, a benefit of the federated model is the fact that the sensi-
tive user data is not distributed over many systems, but concentrated in the IdP.

Another benefit of having a centralized authentication server is that it is possible to intro-
duce stronger authentication means (like smartcards) without the need to change all appli-
cations to support this type of authentication.
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Apart from authentication and authorization data, the user traffic and the control traffic
between the various elements in the network often need to be protected against eaves-
dropping and tampering. For this purpose, a wide variety of cryptographic means are
used.

Privacy and Security in LTE

In LTE (unlike UMTS), a great deal of effort has gone into making sure that compromis-
ing the security of one network element will not imply compromising the security of the
system as a whole. As an example of that, a complex system for the generation of crypto-
graphic keys has been developed that is being used for securing the communication
between the various other network elements. In particular, all keys inside a visited net-
work are derived from a “master” key, which is specific for that serving network. This
means that if the security in the serving network is breached, this will not have any impli-
cations for the home network and the integrity of the user credentials.

Traffic between the serving network and the home network is protected using IPsec.

In the initial AKA authentication, the IMSI is sent to the serving network, but after that,
a temporary identifier is used. This means that the serving network is still capable of
observing the IMSI, but at least the casual eavesdropper is unable to monitor the point of
attachment of that particular IMSL

Privacy and Security in Wi-Fi Networks

For captive portals, it is by the nature of that technology very difficult to provide loca-
tion privacy and credential protection, the users submit their credentials after all at that
specific location and to the captive portal that is used by the hotspot operator. These
problematic security properties are worsened by the fact that users are in a way “trained”
to submit their username and password or other authentication credential to every web
page that remotely looks like a plausible hotspot page, instead of sharing their credentials
only with their home network operator. Furthermore, unlike with 802.1X, typically all
users get IP access to the local LAN that the hotspot is connected to, even before authen-
tication. So, it is relatively easy to eavesdrop on the wireless traffic.

Using 802.1X in combination with EAP in contrast, it is possible to use pseudonymous
identifiers for the users (identifiers such as anonymous@homeprovider or pseudo-
nym12345@homeprovider), and in addition to that, 802.1X sets up a secure association
between mobile equipment and access point, thereby protecting the user traffic against
eavesdroppers on the wireless network.

Privacy and Security in SAML

SAML-based identity federations have been designed with user privacy and confidentiali-
ty in mind. Users are redirected to their own IdP to perform authentication so that the
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user credentials don’t have to be shared with the RP. Instead of using the actual user iden-
tity for interacting with the RP, it is possible to use a pseudonymous identifier that is
unique for the user and on a per-RP basis (a so-called rargered identity).

From a privacy aspect, there is one concern that has to do with the nature of SAML-
based federations. The SAML model is geared toward an enterprise-centric model. That is
to say, the IdP is always a party in a transaction, and therefore the IdP has a good insight
in all the transactions that a user performs. In answer to this concern, there has been a lot
of interest in what is called user-centric identity. In this model, the user uses an IdP for
initial identity proofing and goes on wielding that proof of identity without having to
involve the IdP in every transaction. So the Identity Provider does not need to know what
services the user accesses. Examples of user-centric identity approaches are OpenlID,
OAuth, and Infocard.

DynDNS

So far, this chapter has concentrated on the user gaining access to the network or applica-
tion. There is, however, another important issue to consider—how to find the mobile
equipment if the other side initiates the communication. As you will see in future chap-
ters, there are a number of solutions that provide a stable anchoring point that can be
used to find the current point of attachment or to direct all traffic to, but they require
changes in the protocol stack. The standard way of informing “the Internet” where a cer-
tain host resides is by using the Domain Name System (DNS). DNS, after all, contains
mappings from host names to IP addresses. So, if the entry in DNS is updated every time
a host changes its point of attachment (and thus IP address), DNS information can be
used to find the target IP address of a connection.

This is precisely what Dynamic DNS (DynDNS) is—a DNS server that is optimized for
frequent updates of the mapping information. A number of implementations of DynDNS
exist, often provided for free. For this to work, a DNS client that updates the current
name to IP address mapping every time the host changes IP address is required.

Because of the distributed nature of DNS (it takes some time before DNS resolvers
become aware of a change), DynDNS is not practical when DNS changes occur very fre-
quently, in the order of magnitude of seconds.

Another point of concern is that rogue DNS updates can be used to redirect traffic.
Unless the DNS updates can be authenticated—for example by using DNS Secure
(DNSSEC)—this is a security problem. DNSSEC, however, is not yet widely in use.

Summary

Nomadic use refers to a usage pattern of the Internet with intermittent access. Key to a
user experience of anytime, anywhere access to the Internet and its applications are scal-
able, secure, and seamless access methods. Federated identity plays an important role

in providing such a user experience in the presence of multiple-access networks and
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applications offered by different operators. Nomadic use requires some form of context
awareness to provide services that are tailored to location, access method, and device.
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Chapter 4

Data Link Layer Mobillity

The fundamental architecture of the Internet is built upon a foundation of associating an
IP address, not with a host, but with an interface of a host. Associating an IP address
with a host would certainly have facilitated mobility, but as John Day describes', when IP
was first proposed in 1975, “problems of multicast and mobility were many years off.”

These architectural issues are compounded by the way in which the upper layers, dealing
with applications, are coupled to lower layers, dealing with IP transport. Chapter 2,
“Internet ‘Sessions’,” has introduced the concept of Internet sockets that are used to
allow communications between remote application processes on different hosts. An

Internet socket is identified with a local socket address that includes the local IP address.

As a consequence, with application processes running on a host being bound to an
Internet socket, which is in turn bound to an individual interface on that host, you can
easily see why solving mobility below the IP transport layer is an attractive proposition.
Mobility for any existing host or application can be supported by augmenting the data
link layer with mobility functionality.

Approaches to data link layer mobility “hide” mobility from the IP layer and consequent-
ly require the IP Point of Attachment (PoA) to remain static throughput a communica-
tions session. A by-product of such approaches is that any mobility events are hidden
from the correspondent node (CN), and hence the CN cannot determine that it is com-
municating with a mobile host. Furthermore, because the data link layer domain might
well cover a significant geographic area (and indeed might cover an entire country in the
case of packet data—based cellular networks, as you will see later in this chapter), the
correspondent node might be unable to derive significant user location information from
the associated IP PoA address. Such characteristics might be important for addressing
user location privacy issues introduced in Chapter 3, “Nomadicity.”

This chapter describes different use cases that have caused specific data link layers to be
enhanced with mobility functionality.
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Mobility Across an Ethernet-Bridged Domain

Before delving into the advanced data link layer mobility architectures that provide wide-
area mobility, you first need to take a look at Ethernet bridging and determine what local
mobility functionality is inherently supported by the baseline data link layer technology.

Ethernet bridging controls data flows within a network, with individual bridges forward-
ing traffic only to the interface(s) that need to receive the traffic. IEEE 802.1d* defines
five bridging processes for determining what to do with an Ethernet frame:

m  Learning: When the bridge receives an Ethernet frame from a device, it records the
source MAC address and the source interface.

m  Flooding: When a bridge receives an Ethernet frame with an unknown destination
MAC address, it floods the frame by forwarding it to all forwarding interfaces
except for the one on which it received the frame.

m  Filtering: When the bridge receives an Ethernet frame with a destination MAC
address on an interface that it has previously recorded the address as a source MAC
address, the bridge will filter the frame by discarding it.

m  Forwarding: When the bridge receives an Ethernet frame with a destination MAC
address that it has previously recorded and the associated interface is different from
the one on which the frame was received, the bridge forwards the frame out of the
recorded interface.

m  Aging: When the bridge records a source MAC address and associated interface, it
will timestamp the record. If the bridge doesn’t see another frame from the source
MAC address before an aging timer expires, the record is deleted.

You can now see that basic bridging supports mobility, as further illustrated in Figure 4-1.
Suppose that hosts H1 and H2 have an ongoing application section active. Bridge B1 has
previously learned that host H2 is reachable through interface 1, so normal communica-
tion proceeds.

D ,/f\f\ _ B1 Interface D’
.f\}/_i .’\},\ #1
R k,\/\/

H1

Interface
#2 Move

Figure 4-1  Example Bridged Network
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Now, suppose that host H2 subsequently moves from being attached to bridge Bl to
bridge B2. The Internet socket of host H1 is oblivious to the move and sends packets to
the H2 destination address. These frames are received at bridge B1, which continues to
forward them out of interface 1. Only after the MAC record for host H2 has aged out will
the bridge B1 start to flood frames destined to host H2 out of interface 1 and interface 2.
These frames will be received by bridge B2, which will similarly flood frames out of its
interfaces toward the attached host H2.

As you can see, if the Internet socket associated with the application is unidirectional,
there can be a significant interruption in the communication between hosts H1 and H2
before the MAC table in bridge Bl ages out.

Note The default timer for aging out MAC entries in Cisco switches is 5 minutes.

The previous description assumes that host H2 had been configured with a static IP
address. We have already described how an Internet socket is tied directly to an IP
address, and hence the following section will look at how the interactions triggered by
dynamic IP address allocation can help in implementing mobility solutions.

Interaction Between Mobility and Dynamic IP Address Allocation

When we discuss advanced-use cases involving wireless networks, we often overlook
how delivering basic mobility across an enterprise was challenged before the introduction
of dynamic IP address allocation. Manually configuring static IP addresses and Domain
Name Servers (DNS) was a clear inhibitor to mobility across hierarchical enterprise net-
works.

The administrative burden of managing static IP addresses was removed with the intro-
duction of dynamic IP addresses by the deployment of Dynamic Host Configuration
Protocol (DHCP) on the endpoints and corresponding server functionality in the net-
work. Figure 4-2 shows the operation of DHCP, which is described further in the list that
follows:

1. The client first broadcasts a DHCP DISCOVER message, which, in this example, is
received by a router that has been configured with DHCP relay functionality. The
router unicasts the DHCP message to its configured DHCP server. This allows a sin-
gle server to provide DHCP services to clients on many subnets.

2. The DHCP server responds with a DHCP OFFER message that includes an offered
IP address as well as subnet mask information. Because more than one DHCP server
might have received and responded to the DHCP DISCOVER message, the IP
address is only reserved and not allocated to the client.
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Host DHCP Relay DHCP Server

O o = O

DHCP-Discover
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DHCP-Request

DHCP-Ack/Nack

Figure 4-2 DHCP Operation

3. The client then responds with a DHCP REQUEST message, containing the IP address
from the selected DHCP OFFER message.

4. The server responds with a DHCP ACK message that confirms the IP address has
been temporarily allocated to the client for a certain lease interval.

If a client has previously been leased an IP address, the preceding four-step process is
simplified to a two-step process, whereby the client can skip the discover process and
directly broadcast a DHCP REQUEST message containing the previously allocated IP
address. If the previous IP address information has been recovered after a restart, the
client might have changed subnets, in which case the DHCP server cannot allocate the
requested IP address, and it will respond with a DHCP NACK message.

While DHCP was not designed to provide host mobility, you can see how the preceding
procedures enable “plug-and-play” nomadic connectivity within a single Layer 2 subnet.
When a client changes Ethernet ports, the DHCP process will trigger the broadcast of a
DHCP REQUEST message. Each switch receiving the Ethernet frame containing the
broadcast message will flood the frame out of all its interfaces. Consequently, the specifi-
cation by DHCP to use an IP broadcast message for the DHCP DISCOVER and
REQUEST messages ensures that all MAC tables in the bridged domain are suitably
updated with the new location of the client’s MAC address, hence supporting mobility
for upper-layer IP applications across the Layer 2 subnet.

Mobility Using Wireless LAN Technology

While DHCP supported basic “plug-and-play” operation, the introduction of mobility in
the enterprise is most often associated with deployment of wireless LAN technology.
Originally specified in 1999, IEEE 802.11° standardized wireless Ethernet networking
defining how a wireless LAN access point (AP) can provide wireless service to associated
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clients (termed stations in IEEE 802.11), with the combination of access points and sta-
tions being referred to as a Basic Service Set (BSS). In addition to single AP deployments,
IEEE 802.11 defined the means by which several BSSs can be connected through a local-
area network (LAN) and then appear as a single BSS to the Logical Link Control (LLC)
layer of any station associated with one of the constituent BSSs (termed Extended BSS in
IEEE 802.11).

The previous section demonstrated how mobility across a Layer 2 bridged domain can be
supported but that the updating of the MAC tables in the bridged domain required the
client to reinitialize the DHCP process on its Ethernet interface. In an IEEE 802.11 wire-
less LAN (WLAN) environment, the movement between APs in an Extended BSS does
not trigger a reinitialization of the DHCP process, resulting in the MAC tables not being
updated with the clients’ new Point of Attachment to the Ethernet-bridged domain.

To accommodate basic mobility in an IEEE 802.11 environment, IEEE 802.11f* Inter-
Access Point Protocol (IAPP) was defined to enable mobility across access points. IEEE
802.11f recommendations included the broadcasting of a Layer 2 Update frame by the
AP when a new client associates with it. The Layer 2 Update is an I[EEE 802.2 eXchange
IDentification (XID) Update Response frame sent using the MAC source address equal to
the MAC address of the client that has associated with the AP. This ensures that any
Layer 2 devices (for example, bridges and switches) update their forwarding tables with
the correct port to reach the new client location.

Note In addition to Layer 2 Update frames, IEEE 802.11f defined associated messages
sent between access points for supporting mobility between multivendor APs. After a
client had associated with an AP, a message was sent to an TAPP multicast address that was
used to inform all APs of the MAC address of the client. If there was a preexisting AP with
the same MAC address listed in its associations, the message allowed such an AP to
remove the client from its list of associations, leading to optimized operation.

IEEE 802.11f was defined as Trial-Use Recommended Practice and did not receive wide
industry support, due in part to its lack of support for fast interaccess point mobility use
cases. In 2006, the IEEE withdrew the recommendation.

Fast Wireless LAN Local Mobility

As more real-time IP applications are adopted, the requirement to support fast seamless
mobility across a subnet is becoming increasingly important. However, support for fast
mobility is hampered by the equally important deployment of WLAN security.

Initial attempts at securing WLAN infrastructure using Wired Equivalent Privacy (WEP)
have been shown to be extremely weak. As a result, WEP authentication has been
dropped from the IEEE 802.11 specification and has been replaced with IEEE 802.11i°.
TEEE 802.11i uses the Extensible Authentication Protocol (EAP), defined in RFC 5247,
for providing an end-to-end framework for supporting authentication methods between
clients and the network.
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Rather than providing a specific authentication method, the EAP framework was
designed to support both current and future authentication methods. The framework has
evolved to support multiple wireless and point-to-point methods, including the following:

m  EAP Subscriber Identity Module (EAP-SIM)

m  EAP for UMTS Authentication and Key Agreement (EAP-AKA)

m  EAP Transport Layer Security (EAP-TLS)

m  EAP Tunneled Transport Layer Security (EAP-TTLS)

m  EAP Flexible Authentication through Secure Tunneling (EAP-FAST)

Whereas EAP provides the authentication framework, IEEE 802.1X° provides the func-
tionality to associate that authentication operation with an individual port. Figure 4-3
shows the operation of IEEE 802.11i.

Host WiFi Access Point EAP Server

IEEE 802.11 Discovery

IEEE 802.11 Re-Association

IEEE802.1X/EAP Authentication, e.g., EAP-TLS

RFC 3579 EAP RADIUS Key
EAP Success Distribution (PMK)

ANonce

SNonce

| Derive PTK | | Derive PTK | 4-Way Handshake

Ready to Use

OK, Use

IEEE 802.11i AES Data
Encryption

Figure 4-3 IEEE 802.11i Operation

You can see that IEEE 802.1X is used to encapsulate EAP messages and send them over
the wireless Ethernet infrastructure. Typically, a common authentication server is used to
provide service to a number of IEEE 802.1X~protected ports, so communication
between the WLAN access point and authentication server is supported using EAP-over-
RADIUS (as specified in RFC 3579). This allows the EAP method to run end to end
between the client and the authentication server. RADIUS is then used to deliver Pairwise
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Master Keying (PMK) material generated by the EAP authentication method to the
WLAN access point. Finally, this master keying material is used by the client and access
point in a four-way handshake that is used to derive Pairwise Temporal Keys (PTK) that
are subsequently used to key the Advanced Encryption Standard (AES) algorithm. The
port connecting the client to the AP is then unblocked, and packets can be securely sent
between the client and access point over the Wi-Fi network.

You can see that the operation of IEEE 802.11i impacts the deployment of mobility solu-
tions because, as described previously, keying material derived from an agreed EAP
method needs to be delivered to the access point before the wireless link can be secured.
The time spent during the EAP method needs to accommodate multiple round-trip sig-
naling exchanges between the client and EAP server, key calculation, as well as possible
smart-card access. For example, analysis of the EAP-SIM method’ indicates that over 2
seconds is required to perform the EAP negotiation. Obviously, an interruption interval
of over 2 seconds is unacceptable if the WLAN network is being used to support real-
time services to mobile users.

Note To improve roaming performance, IEEE 802.11i introduced the Proactive Key
Caching (PKC) feature. This enables a client station to cache the PMK derived during suc-
cessful EAP authentication using a particular AP. If, after having left the coverage of this
particular AP, the client subsequently moves back into coverage, the client can reuse the
cached keying material, avoiding performing a second EAP authentication with the same
AP.

Instead of running a complete EAP authentication exchange to derive keying material, an
alternative approach is to allow the client to perform an initial signaling exchange with
the target access point to allow the calculation of the temporal keys in advance. These
keys can then be applied after the client associates with the target access point. This is
the basic operation of the IEEE 802.11r* Fast Transition standard, which defines these ini-
tial signaling exchanges as either Over-rhe-Air, where the client signals the target AP
using [EEE 802.11 authentication, or Over-the-Distribution System, where the client
signals the target AP through the current AP.

You can see from Figure 4-4 how the IEEE 802.11r Fast Transition Authentication signal-
ing between the client and the target AP is used to enable the target AP to derive the
Pairwise Temporal Keying material. In addition, the reassociation signaling is enhanced
to signal that full IEEE 802.1X/EAP authentication is not necessary, allowing the target
AP to directly transition the port to the unblocked state and secure the wireless link
between it and the client. Experimental results’ have demonstrated that the transition
time using IEEE 802.11r can be decreased to under 50 ms, sufficient to enable mobility
to be supported for real-time services.
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Source Target
WiFi Access Point WiFi Access Point

IEEE 802.11i Secured Data
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IEEE 802.11r Fast Trapsition Authentication
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T

| Derive PTK | | Derive PTK |

Re-Association Request/Response with IEEE
802.11r Extensions

| Un-Block Portl | Un-Block Portl

IEEE 802.11i Secured Data Transmission

Figure 4-4  Fast Transition Using IEEE 802.11r

Note With IEEE 802.11r, only the initial AP communicates with the AAA server. Subse-
quent fast transitions to a new AP will trigger this new AP to interact with the initial AP to
recover keying material, rather than directly with the AAA server. However, the scope of IEEE
802.11r does not include the method by which the new AP communicates with the initial AP.

Wireless LANs and Mobility Across a Layer 3 Domain

The previous section described how wireless LAN technology has been enhanced to
enable fast, secure mobility across a Layer 2 subnet. While such approaches are perfectly
adequate for providing mobility to consumers around a residential property, or even sce-
narios dealing with small branch deployments, the same techniques are challenged at
delivering mobility across a typical enterprise campus deployment.

Over the years, the Cisco-recommended, three-tier hierarchy to designing enterprise net-
works has been widely deployed. The three tiers are as follows:

B Access: The access layer is the first tier or edge of the campus. It is used to attach
hosts (PCs, printers, servers, IP phones, and WLAN access points) to the wired por-
tion of the campus network.

m  Distribution: The distribution layer in the campus design provides an aggregation
point for all the access switched in the network.

From <www.wowebook.com>



Chapter 4: Data Link Layer Mobility 63

m  Core: The core layer provides a highly available backbone that is ultimately responsi-
ble for providing the connectivity between the wide variety of hosts and the com-
puting and data storage services located in the data center.

You can see that the baseline wireless LAN technology is therefore ideal at providing
mobility when a user moves within an access domain, for example, a user moving
between AP1 and AP2 in Figure 4-5. However, whenever the user moves between access
domains—for example, a user moving between AP2 and AP3 in Figure 4-5—the new
WLAN AP belongs to a different subnet, so the user’s device needs to obtain a new IP
address before services can continue on AP3.

Core
Tier

Distribution
Tier

Access
Tier

(000000 Ml cococo Jllocoooo Mllocooco

AP#1 AP#2 AP#3 AP#4

44

Figure 4-5 WLAN Mobiliry Across a Campus Network

What is needed is a technique to be able to abstract the Point of Attachment of the
WLAN user from the physical access point equipment connected to the access tier and
move this into the distribution tier. Such functionality has been specified by the IETF
Control and Provisioning of Wireless Access Points (CAPWAP) working group.

One of the goals of the CAPWAP working group was to define an architecture that
would allow the “centralization of authentication and policy enforcement functions for a
wireless network.”” To achieve its objectives, the CAPWAP architecture allows the func-
tionality of a conventional “fat” access point to be decomposed between a Wireless
Termination Point (WTP) or “lightweight access point” and an Access Controller (AC) or
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“wireless LAN controller (WLC),” as shown in Figure 4-6. Importantly, the client stations
are unaffected by such a decomposition and continue to operate oblivious to the reparti-
tioning of access point functionality.

Conventional “Fat”
Wireless LAN
Access Point

IEEE 802.11
Station

() capwaP Tumel )

E—g -~ ff\’
-unouunnncoooooo

“Lightweight “Wireless LAN
IEEE 802.11 Access Point” Access
Station Controller”

Figure 4-6 CAPWAP Architecture

CAPWAP essentially splits the MAC termination for a particular WLAN client between the
AP and the controller, with a CAPWAP tunneling protocol linking the two functions. All
the AAA state, including the PMK keying material, is maintained by the centralized con-
troller instead of being distributed in the APs. One of the obvious benefits of such an archi-
tecture is that when a client moves between access points managed by the same controller,
it is a simple task to update the client’s state with the CAPWAP tunnel to the new AP.

CAPWARP supports deployments where the WTP and AC share the same Layer 2 domain,
but also supports deployments where the WTP and AC are in different subnets. DHCP
extensions have been specified in RFC 5417 to allow a WTP to be dynamically config-
ured with the IP address of its CAPWAP AC. Using such techniques, the wireless LAN
controller can be relocated from the access tier to the distribution tier, effectively provid-
ing mobility for users moving between different subnets in the access tier. Because the
Layer 2 PoA is at the WLC, a change of client IP address is no longer required as the
WLAN user moves from AP2 to AP3 in Figure 4-5.

Note In the CAPWAP architecture, the WLC is responsible for providing centralized
authentication services for attached WLAN clients, acting as the AAA authenticator.
Because the WLC can cache credentials, the architecture therefore supports IEEE 802.11r
fast mobility without the need to define how the new AP communicates with the initial AP.

Interwireless LAN Controller Mobility

In medium- and large-scale deployments of the CAPWAP architecture, there might be
multiple WLCs used to manage a large number of APs. In such scenarios, mobility might

From <www.wowebook.com>



Chapter 4: Data Link Layer Mobility 65

be required to be supported when a user moves from being attached to a source AP man-
aged by a first WLC to being attached to a target AP managed by a second WLC.
Whereas inter-AC communications were defined as being strictly outside the scope of the
CAPWAP protocol specification, this has not prevented vendors from delivering such
functionality, whereby a set of WLCs cooperate to provide seamless mobility services.
This then allows a mobile client to seamlessly maintain its Layer 3 PoA within a network
infrastructure, even while moving between APs managed by different discrete WLCs.

The Cisco WLC includes such functionality using the concept of a mobility group.
Controllers that are part of the same mobility group cooperate to support seamless
mobility. An inter-WLC mobility protocol is defined to allow sharing of important mobil-
ity-related information.

In medium-size installations, multiple WLCs might be required to scale an AP deploy-
ment. In such cases, the controllers are typically connected to the same upstream distri-
bution switch in “local connection” configuration. Figure 4-7 shows how the WLAN sys-
tem can be configured so that the same APs are part of the same Extended BSS. In this
case, the two WLCs are part of the same mobility group, and mobility is supported as
the client moves from AP1, managed by controller 1, to AP2, managed by controller 2.

Controller #1
managing

Controller #2
managing

~ 72 AP#1 on different IP AP#2 on different IP ’\.3_'1\

el
. ‘ Subnet than Subnet than . ‘

Controller#1 Controller#2

Common —
Extended —

BSS

Client moves from

AP#1 > AP#2 D‘

Figure 4-7  Inter-WLC Mobiliry on Same Subnet
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All the WLCs in a group will be configured with identical information describing the

mobility group. Each WLC is responsible for sending repeated keepalives to other WLCs
in the mobility group using the unicast Switch-Announce message, as shown in Figure 4-
8. At point 1, a client first associates with an AP managed by controller 2. This controller

sends a Mobile-Announce message to all ¢

ontrollers in the mobility group, including

information necessary to identify the client and Extended BSS. Assuming that the client
was previously associated in an AP managed by controller 1 at point 2, this controller will
match the client identity in the Mobile-Announce message and will respond with a uni-
cast Mobile-Handoff message. The old controller will then delete information for the

client session.

Controller #3

Controller #2 P N
Controller #1 S F [0 00000 =
P d L ’
(000000}
Switch-Announce
___________________________ >
Repeated | _ Switch-Announce _
i € ——— = = = === - -
Keepalives Switch-Announce
« oo ]
[ S
(1)
Mobile-Announce .
_____________ Mobile-Announce
_____________ >
(2)
Mobile-Handoff

Figure 4-8 [Inter-WLC Message Exchange with Local Connection

In larger-size deployments of WLAN infrastructure, the controllers managing APs that
provide a common Extended BSS can be connected to different IP subnets. To allow the
client’s IP PoA to remain unchanged in this case, the inter-WLC functionality needs to be
enhanced to support intersubnet mobility. In particular, whereas in the case of intrasub-
net mobility, controller 1 in Figure 4-8 deletes the client state after sending the Mobile-
Handoff message, Figure 4-9 shows the signaling flow for intersubnet mobility. After the
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mobile client has authenticated itself to controller 2, there is still a Mobile-Announce/
Mobile-Handoff message exchange used to allow controller 1 to forward the client state
to controller 2 (including IP address, default gateway, and DHCP server IP address), but
now controller 1 retains the client state and provides IP PoA services for the mobile
client. Any packets that are received by controller 1 destined to the mobile node are tun-
neled toward controller 2, which then forwards the packets toward the mobile node.
Similarly, controller 1 will provide proxy ARP functionality, responding with its own
MAC address for ARP requests targeting the mobile node’s IP address.

Correspondent Controller
Node #2
INT INT
1 . A
ﬂ 000000 . ‘
Switch-Announce
““““““““““ > EAP
Mobile-Announce €« -=-===-=
| _ _____ Mobile-Handoff _____ >
[P Packet T led IP Packet
nneec T racee IP Packet
IP Packet
IP Packet
IP Packet
acke Tunneled IP Packet
IP Packet
IP Packet
IP Packet Tunneled IP Packet

Figure 4-9 Inter-WLC Message Exchange with Intersubner Mobility

Split Tunnel
Mode

Symmetrical
Mode

When it comes to forwarding packets between a correspondent and mobile nodes, two
options are supported, as shown in Figure 4-9:

Split tunnel mode: In split tunnel mode, when controller 1 receives a packet for the
mobile node, it is tunneled toward controller 2, where it is forwarded to the mobile
client. In the reverse direction, upstream packets are switched directly from con-
troller 2. The issue with such an approach is if Unicast Reverse Path Forwarding
(URPF) is enabled in the network, the routers will drop such upstream traffic.

Symmetrical mode: To allow operation in networks with URPF enabled, convention-
al split tunnel mode is enhanced with the capability to tunnel uplink packets from
controller 2 to controller 1, where they are deencapsulated and forwarded to the

wired network.
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Note URPF is used to reduce the amount of malicious traffic on a network by enabling
routers to verify the reachability of the source address in packets being forwarded and can
be used to limit the ability to send IP packets with spoofed IP addresses into the network.
If the source IP address is not valid, the packet is simply discarded. URPF can operate in
strict mode, whereby a packet must be received on the interface that the router would use
to forward the returning packet.

In Figure 4-9, because controller 1 is the IP PoA, the router should be configured to for-
ward packets destined to the source IP address of the mobile node out of interface INT1.
Consequently, if the router receives an uplink packet from the mobile node on interface
INT2, URPF will cause the router to discard such packets.

As you can see, the decomposition of the enterprise WLAN access point into a two-level
hierarchy comprising a wireless LAN controller and lightweight access point has signifi-
cantly facilitated the deployment of advanced enterprise mobility functionality, including
being able to support mobility across Layer 3 domains and also across large campus net-
works, scaling to multiple IP Points of Attachment.

GPRS Tunneling Protocol

3GPP specifications have evolved from the Global System for Mobile (GSM) communica-
tion specification, which in 1997 introduced a packet-based system optimized for bursty
traffic patterns and asymmetrical flows, termed the General Packet Radio System (GPRS).

The GPRS architecture needed to coexist with the legacy Circuit Switched (CS) architec-
ture used to provide voice and SMS services. Figure 4-10 shows how the CS core net-
work comprises a Gateway Mobile Switching Center (MSC), which is always located in a
subscriber’s home network and is effectively the CS Point of Attachment to the public
switched telephone network (PSTN) for mobile terminating calls. The subscriber can be
roaming and consequently the CS architecture introduces the concept of a Visited MSC
that is responsible for authenticating users as well as providing voice services to attached
subscribers.

Network

Visited Gateway
MSC/VLR MSC

Figure 4-10 3GPP Circuir-Switched Core Network Architecture
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As its name suggests, the Home Location Register (HLR) is located in the subscriber’s
home network and is a database containing subscriber information related to services as
well as the current location of each active user. When a subscriber first activates his
phone in a network, the Visited MSC will contact the subscriber’s HLR to recover chal-
lenge/response information, which it subsequently uses in authenticating the subscriber’s
device. During this procedure, the HLR will store the address of the Visited MSC where a
subscriber is located. Now, when a mobile-terminated call is made, the call signaling will
be received by the Gateway MSC in the user’s home network. The Gateway MSC will
then query the HLR to recover the address of the Visited MSC, which it then signals to
enable completion of the call.

Because GPRS needed to support similar functionality (in other words, with the IP PoA
being in the subscriber’s home network, while a subscriber was roaming in a visited net-
work), when 3GPP defined the architecture for the Packet Switched (PS) core network, a
similar functional split was selected. A Gateway GPRS Support Node (GGSN) is defined
to provide the IP PoA for GPRS subscribers, and a Serving GPRS Support Node (SGSN)
is defined to authenticate GPRS subscribers and to provide a transient aggregation point
for GPRS subscribers attached to a particular visited access network, as shown in Figure
4-11. The GPRS Tunneling Protocol (GTP) is defined as the protocol used between the
SGSN and GGSN network elements. Because GTP allows the IP PoA to remain static
while the client devices move, from the mobile device’s perspective, the entire cellular
network can be viewed as a simple point-to-point connection.

Access
Network

GGSN

Access
Network

SGSN

Figure 4-11 3GPP Packer-Switched Core Network Architecture
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GPRS Tunneling Protocol
GTP essentially comprises two protocols:
m  GTP-U, which is used for encapsulating user data within the GPRS core network

m  GTP-C, which is used to signal between the SGSN and GGSN network elements

Not only does GTP-C support tunnel management operations establishment/modifica-
tions/termination, but it is also used for context transfer capability and to support quali-
ty of service (QoS) negotiation.

The GPRS Tunneling Protocol (GTP) is a UDP-based tunnel protocol that provides mobili-
ty based on a Packet Data Protocol (PDP) Context and has been specified by 3GPP in
29.060". GTP-U has been allocated UDP port 2152 by the International Assigned
Number Authority (IANA).

Before a mobile device can receive services from the PS core network, it must first acti-
vate a Packet Data Protocol (PDP) context. GTP tunnels are identified by a Tunnel
Endpoint Identifier (TEID) and are used to carry encapsulated Tunneled Protocol Data
Units (T-PDU). The T-PDU typically corresponds to an IP packet to/from a mobile user,
with the maximum size of a T-PDU being 1500 bytes.

Figure 4-12 shows the 32-bit TEID in the GTP header fields. This should be a random
number, dynamically allocated by the receiving-side entity.

The other fields are described as follows:

m  Version: The original version 0 of GTP has been replaced with GTP version 1. GTP
version 2 has been defined for use in the Evolved Packet Core (EPC), but only for
control messages (GTP-C).

m  Protocol Type (PT): GTP is used to support both mobility procedures and charging
record transport. The latter is termed GTP’ and is signified by having the PT set to 0.

m  Extension Header Flag (E): When set to 1, this is used to signify the presence of the
Next Extension Header field.

m  Sequence Number Flag (S): When set to 1, this is used to signify the presence of the
Sequence Number field. GTP supports the option to guarantee the transmission
order of T-PDUs, in which case the S flag is set to 1 and the Sequence Number field
is increased for each T-PDU sent over GTP-U.

m  N-PDU Number Flag (PN): When set to 1, this is used to signify the presence of the
N-PDU Number field. The Network Protocol Data Unit (N-PDU) number is used to
support packet delivery following mobility events when operating in acknowledged
mode.

m  Length: The length of the packet following the mandatory portion of the header.
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Octet
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Figure 4-12 GTP Header Fields

GTP supports the ability of a user to have multiple GTP tunnels (corresponding to multi-
ple TEIDs) simultaneously active. These GTP tunnels can terminate on different IP PoAs;
for example, allowing a mobile device to be multihomed to different Packet Data
Networks (PDN) by having multiple IP addresses assigned over a single access network.
3GPP refers to this concept as multiple Access Point Name (APN) support. For example,
this capability can allow a single GPRS device to have one IPv4 address allocated to allow
access to a corporate network and a second IPv4 address allocated to allow access to a
service provider network.

Alternatively, the multiple GTP tunnels can be associated with a single IP PoA, in which
case there is a single primary PDP context associated with a single IP address and up to
eight supplementary GTP tunnels that are associated with secondary PDP contexts.
Besides the unique TEID, each PDP context can be associated with a particular QoS con-
figuration, which then allows the mapping from the GTP tunnel to an Access
Network-specific QoS mechanism, for example, using different Radio Access Bearers
(RAB) for supporting the transport of T-PDUs sent over different GTP tunnels. The
mobile device uses an identifier called the Network Services Access Point Identifier
(NSAPI) to uniquely identify a particular GTP context. The NSAPI value is included in
the signaling between the mobile and SGSN and incorporated into the TEID exchanged
between the SGSN and GGSN.
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When multiple GTP tunnels are associated with a single IP address, an access control list
(ACL) is required by the GGSN to determine which downlink TEID to use to send the T-
PDU. In GTP, this is referred to as a Traffic Flow Template (TFT), which is used by the
GGSN for classification of downlink T-PDUs into Conversational, Streaming, Interactive,
and Background traffic classes, as shown in Figure 4-13. The TFT can be provided by the
mobile device when the secondary PDP context is established or by a separate policy
function that interfaces to the GGSN. Filtering can be based on the following attributes:

®  Remote IPv4/IPv6 address

m  Protocol Number/Next Header type

m Destination port or port range

®  Source port or port range

m  Type of service/traffic class type or IPv6 flow label

m  [Psec Security Parameter Index (SPI)

{)Radio Access Bearer #3 | <——{ G TUNNEI#2)

5 2
€ C)Radio Access Bearer #2 ) () GTP Tunnel #2 ©
O
8 T
() Radio Access Bearer #1 ) {) GTP Tunnel #1 =
Access ~ 7z m ~=Z._
Network . ’ ‘ Network ’ ‘
Mobile SGSN GGSN
Station IP PoA

Figure 4-13 GTP QoS Support

In addition to mobile unicast services, GTP supports the definition of a multicast service
tunnel as part of the Multimedia Broadcast and Multicast Service (MBMS). MBMS is a
downlink point-to-multipoint service with modes for multicast and broadcast data. The
technology transmits a multicast and broadcast stream from a single source, which is then
replicated to a group of mobile users.

A single MBMS-GTP tunnel can be used for delivering all packets to those users who
have joined a particular multicast service. Two options are defined for delivering the mul-
ticast traffic over the GTP tunnels:
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m  IP unicast: Sending multicast traffic into a unicast GTP tunnel, in which case multi-
ple MBMS-GTP tunnels will need to be established to each access network serving
users who have joined the multicast service.

m [P multicast: Sending multicast traffic into a multicast GTP tunnel, in which case a
single MBMS-GTP tunnel can be used to serve all users who have joined the multi-
cast service.

3GPP Mobility Using GTP

As described in the preceding section, GPRS mobility is based on PDP contexts, so after
attaching to the network, the mobile device needs to first establish a PDP context. Unlike
in the CS world, where a user’s context was fixed throughput the duration of a voice ses-
sion at the first visited MSC where the call is handled, the 3GPP PS core network defines
the ability to transfer the active contexts of a user between SGSNs using the inter-SGSN
Gn interface, as shown previously in Figure 4-11.

The other key architectural difference between the CS and PS core networks is that in the
CS network, voice services are executed by the MSC in the visited network, whereas in
the PS core, the GGSN is most likely to be in the home network, even when a subscriber
is roaming.

Note The PS core network architecture does not preclude GGSN deployment in a visit-
ed, roamed-to network. However, operators have been keen to offer differentiated services
through service portals in the home network. Deploying the GGSN in the home network
ensures that the subscriber’s operator has full visibility of all packets and is consequently
able to provide differentiated services, for example, prepaid-based data roaming services or
mobile Virtual Private Network (VPN) access, whereby users’ packets are “tunneled
switched” at a home GGSN, switching from GTP encapsulation into a tunnel used for
delivering the corporate VPN service (for example, IPSec).

Access Point Name

An Access Point Name (APN) identifies a Packet Data Network (PDN) that is configured
on and accessible from a GGSN. A PDN corresponds to particular routing domain, and
APNs can be configured to use overlapping IP addresses. The APN corresponds to a
DNS name of a GGSN and is comprised of two parts:

m  The APN network identifier: Defines the external PDN to which the GGSN is con-
nected.

m  The APN operator identifier: Defines in which operator PS core network the GGSN
is located.
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For example, the APN used to access a Cisco corporate VPN service can be of the form
cisco.mnc150.mcc310.gprs, where 310 is the Mobile Country Code and 150 is the
Mobile Network Code in which the GGSN is located.

The APNs to which a subscriber can access are downloaded from the HLR as part of the
GPRS Attach Procedure. The APN is also provided by the mobile node when it activates
a PDP context, and the SGSN is responsible for checking that the APN is valid; other-
wise, the PDP Context request will be rejected.

Note You might have noticed that 3GPP has defined the use of the .gprs top-level
domain (TLD). There is no .gprs TLD in the public DNS system. Instead, the mobile opera-
tors have agreed to operate a private DNS system that can be used to resolve APNs to
GGSN IP addresses on the inter-Public Land Mobile Network (PLMN) IP backbone net-
work.

PDP Context Activation

To send and receive IP packets, the mobile device must first establish a PDP context.
Figure 4-14 shows the signaling procedures involved with context activation, which is ini-
tiated by the mobile sending an Activate PDP Context Request message to the network.
The message will typically include the APN to which the PDP context should be estab-
lished as well as the requested QoS parameters.

The SGSN will then use the APN to query its local DNS to derive a GGSN IP address.
The SGSN will then send a GTP-C Create PDP Context Request message to the GGSN.
Table 4-1 shows some of the key information elements in this message.

Table 4-1 Creare PDP Context Request Message

Information Element Description

TEID data TEID that SGSN expects to receive GTP-U messages for this
user

TEID signaling TEID that SGSN expects to receive GTP-C messages for this
user

Access Point Name APN for this PDP context

SGSN address for signaling IP address for GTP-C messages

SGSN address for user traffic IP address for GTP-U messages

QoS profile QoS to apply to this PDP context, including traffic class and
bit rates
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Figure 4-14 PDP Context Activation

The GGSN will allocate a PDP address to the context, which can be an IPv4 or IPv6
address, and will respond with a GTP-C Create PDP Context Response message, includ-
ing the data and signaling TEID, mobile device IPv4 address or IPv6 prefix, possibly
down-negotiated QoS, and GGSN IP addresses for use by the SGSN.

At this stage, the SGSN will trigger the establishment of a Radio Access Bearer (RAB) for
transporting the PDP context in the access network. The procedure ends with the SGSN
signaling the mobile device that the PDP Context Request has been accepted, including
providing the mobile device its PDP address for use on this PDP context.

The same procedure can be used to establish a secondary PDP context using the same
PDP address, in which case the request will include the QoS for the secondary context as
well as the TFT, which allows the GGSN to forward downlink packets into individual
GTP-U tunnels.

Established PDP context can subsequently be modified. For example, the QoS associated
with a PDP can be downgraded and upgraded by either the GGSN, SGSN, access net-
work, or mobile device.
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Mobility and Context Transfer

The GTP PS core network supports access network mobility triggered, for example, by
the mobile device moving into a new routing area. In such cases, the mobile device sig-
nals the move by sending a Routing Area Update Request message, as shown in Figure
4-15.
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Figure 4-15 PDP Context Transfer

This request includes old Routing Area Identifier (RAI), the identity of the mobile node
previously allocated by the old SGSN know as the Packet Temporary Mobile Subscriber
Identity (P-TMSI), as well as a P-TMSI signature generated by the old SGSN.

Note A temporary identifier (P-TMSI) is used to avoid identity tracking. Chapter 3 pro-
vides other examples where pseudonyms are used in authentication signaling procedures.
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The new SGSN needs to recover the PDP context information from the old SGSN, so it
uses the old RAI to determine which SGSN holds the existing contexts. The new SGSN
sends an SGSN Context Request message to the old SGSN, which is a GTP-C message,
including the P-TMSI and P-TMSI signature provided by the User Equipment (UE). The
old SGSN, which previously allocated these identities, can then authenticate the request
as being from valid UE.

The old SGSN then responds to the new SGSN with PDP context information and mobil-
ity management information, including cached authentication information that the new
SGSN acknowledges. The old SGSN then signals the old access network that buffered
and unacknowledged downlink PDUs need to be sent back to the old SGSN, which for-
wards these to the new SGSN for subsequent sending to the UE. The new SGSN then
updates its location with the HLR, triggering the PS Subscriber Profile to be down-
loaded. The new SGSN then signals the mobile device that its routing area update has
been accepted, providing new P-TMSI and P-TMSI signature, which the UE acknowl-
edges with a Routing Area Update Complete message.

As you can see, GTP provides more than the simple network-based mobility of the GTP-
U protocol. Critical GTP-C functionality includes the following:

m QoS control/context modification
m  Context transfer capability (allowing keying material to be transferred between SGSNs)

m  Transient forwarding of data between a source SGSN and a target SGSN to ensure
that packets in flight are not lost during handover interruptions

Proxy Mobile IPv6-Based Mobility

As highlighted in the introduction to this chapter, the benefit of handling mobility at the
link layer is that conventional hosts can continue to use traditional socket interfaces and
mobility is hidden below the IP layer. Conversely, handling mobility at the network layer,
as discussed in Chapter 5, “Network Layer Mobility,” requires hosts to be mobility aware.

The IETF had traditionally looked to support mobility at the network layer using Mobile
IP. However, the lack of wide-scale adoption of such technologies by native IP hosts trig-
gered the IETF to form a new working group (WG) focused on Network-based Local
Mobility Management (NetLMM). The NetLMM WG was tasked with defining a proto-
col where IP mobility is handled without the involvement from the mobile node, where
mobile functionality in the network is responsible for tracking the user and triggering sig-
naling on its behalf.

Note In many respects, this was a recognition that the majority of mobile subscribers
were being supported using network-based mobility through the GTP protocol defined by
3GPP. While GTP continued to be a network-based mobility protocol applied to 3GPP
access networks, the mobile industry was calling for a network-based mobility protocol
that could be integrated with non-3GPP access networks.
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IETF Network-Based Mobility

The network-based mobility protocol selected by the NetLMM WG is based on Proxy
Mobile IPv6 (PMIPv6) and specified in RFC 5213". As its name suggests, PMIPv6 uses
the MIPv6 concepts that are described in Chapter 5, but now, instead of a mobile host
performing the mobility signaling, a proxy mobility agent performs signaling of behalf of
a mobile device attached to the network.

Note The nerwork in the IETF network-based mobility does not signify that the net-
work layer is responsible for mobility, rather that the network is responsible for providing
mobility services to hosts that are unaware of mobility operations. The NetLMM WG
defined PMIPv6 to hide mobility from attached hosts.

Two new network functions are defined in PMIPvé6:

m  The Local Mobility Anchor (LMA): Provides the home agent function within a
PMIPv6 domain, being the topological anchor point for the mobile node’s care-of
address.

m  The Mobile Access Gateway (MAG): A function of an access router responsible for
triggering the mobility-related signaling on behalf of the attached mobile device.

Figure 4-16 shows the signaling exchanges involved with PMIPv6 network-based mobili-
ty. The following list describes the operation of network mobility using PMIPv6 based:

1. A Mobile Node (MN) enters the network and attempts to configure its IP interface
by sending a Router Solicitation message to the access router. As part of the net-
work attachment procedure, the MAG will have received an MN identity—for exam-
ple, as part of the EAP exchange, as described in Chapter 3.

2. The MAG forms a Proxy Binding Update (PBU) message including the MN
Identifier Option and sends this to the LMA.

3. When the LMA accepts this binding, it sends a Proxy Binding Acknowledgment (PBA)
message back to the MAG, including the mobile node’s home network prefixes, and
triggers the establishment of a bidirectional tunnel between the LMA and the MAG.

4. On receiving the PBA, the MAG confirms the tunnel setup and advertises the home
prefixes toward the mobile node with a Router Advertisement message.

5. The mobile device will then configure its IP address using the home prefixes sup-
plied by the LMA, creating an IP address that topologically belongs to the LMA.

6. The MAG now acts as the default gateway for the mobile node, ensuring that any
packet sent by the mobile node will be received by the MAG and reverse-tunneled
toward the LMA. Similarly, when the LMA receives packets destined toward the
mobile device, it will tunnel these to the MAG, where they are deencapsulated
before forwarding on to the mobile node.
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Figure 4-16 PMIPv6-Based Network Mobility

If the mobile device now moves areas so that it is covered by a new MAG, the same
PBU/PBA signaling exchange occurs as shown in Figure 4-16. Now, because the home
prefix signaled and advertised by the new MAG is identical to the old prefix, the mobile
device will retain its IP address configuration, and all established communications sockets
are able to seamlessly continue operation.

Note Although the preceding description details operation with IPv6-enabled hosts
using State-Less Address Auto-Configuration (SLAAC, RFC 2462), network mobility pro-
vided with PMIPv6 is also compatible with IPv4 hosts as well as [Pv4 transport networks
and stateful address configuration.

WiMAX Mobility Using Proxy Mobile IP

As we have highlighted earlier in this chapter, previous attempts to leverage IEEE technol-
ogy in mobile systems have used the IEEE 802.11 family of standards, which were prima-
rily aimed at leveraging LAN functionality for providing hotspot coverage. The
Worldwide Interoperability for Microwave Access (WiMAX) communication system is
an end-to-end, all-IP wireless system designed to provide wide-area mobile access to
broadband IP services using I[EEE-defined wireless technology. The WiMAX architecture
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defines the use of the IEEE 802.16-2005" standard, also known as IEEE 802.16¢, for pro-
viding the physical and MAC layer support.

Compared to IEEE 802.11 technology, which has been defined for use with unlicensed
radio bands—for example, the 2.4-GHz unlicensed Industrial Medical and Scientific
(ISM) band—WiMAX has been primarily designed for operation in the licensed spec-
trum, for example, at 2.3 GHz, 2.5 GHz, and 3.5 GHz.

While the IEEE 802.16e group defined the WiMAX radio interface, it was left to the
WiMAX Forum to define the system architecture®, which integrates the WiMAX radio
into an all-IP network capable of supporting micro- and macro-mobility. The WiMAX
system architecture comprises the Subscriber Station (SS), the Base Station (BS), the
Access Service Node Gateway (ASN-GW), and the Connectivity Services Network
(CSN), as shown in Figure 4-17.

Subscriber S?aﬁe (e 'ID_'\’\:I:
Station ation R6 R3 —
() AL g
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Figure 4-17 WiMAX System Architecture

As illustrated in Figure 4-17, a number of key reference points are defined, including R6
between the ASN-GW and the Base Station and R3 and R5 between the ASN and CSN
and between two CSN, respectively. The R3 interface is used to support AAA, policy
enforcement, and mobility management capabilities, including the tunneling techniques
used to transfer data between the ASN and CSN. The inter-CSN R5 interface is defined
to be used in a roaming scenario when IP egress occurs in a visited network, but users
still need to be authenticated and authorized by their home service provider.

The WiMAX core network is architected to support macro-mobility using CSN-
anchored mobility. In this case, both the ASN and CSN are involved with mobility man-
agement. Whereas two different mobility management architectures are supported by the
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WiMAX core network—namely, Client Mobile IP (CMIP) based and Simple IP client
with Proxy Mobile IP (PMIP) based—this chapter will focus on the latter, describing
how PMIPv6 is used to hide macro-mobility from attached WiMAX devices.

Note When the first release of WiMAX was specified, the NetLMM WG had not com-
pleted its standardization of PMIPv6. Instead, informational RFC 5563 was used to sup-
port link layer mobility using PMIPv4.

WIiMAX Session Establishment

WiMAX uses EAP authentication, and information concerning the PMIPv6 operations is
piggybacked on top of the AAA exchange, including the following:

m  IP address options: The ASN-GW includes information on whether it supports IPv4
and/or IPv6 host addressing as well as whether IPv4 transport of PMIPv6 is support-
ed. The home AAA responds with authorized IP address options for the user, includ-
ing DHCP server information.

B PMIP parameters: The home AAA server provides the ASN-GW with the address of
the designated LMA selected for handling a particular client’s PMIPv6 session. In
addition, the PMIPv6 security bootstrapping parameters are also provided.

Optionally, the home AAA server can be used to allocate the IPv4 MN-HoA or the IPv6
Home Network Prefix. Alternatively, the LMA can be used to allocate such, within its
Proxy Binding Acknowledged message.

When using data link layer mobility, the client is not presumed to include additional
mobility functionality; hence address management and host configuration are typically
performed using DHCP. In such cases, the ASN will include a DHCP Proxy, and PMIPv6-
based address allocation can be triggered by the receipt of a DHCP-Discover message, as
shown in Figure 4-18. In this example, the IPv4 MN-HoA has not been received during
the AAA exchange, and hence no address is included in the PMIPv6 PBU message.

The PMIPv6 LMA HA responds with the PBA message, including the IPv4 MN-HoA
address. If a DCPHv4 server address has been received during the AAA exchange, the
ASN-GW operates as a DHCP relay, forwarding the DHCP-Discover message but now
populating the IPv4 MN-HoA address in the “requested IP address” option, and the stan-
dard DHCP exchange continues. The session is now established, and the core network is
configured to tunnel packets between the PMIPv6 MAG and LMA.
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Figure 4-18 WiMAX Core Network PMIPv6 Connection Setup

PMIPv6-Based WiMAX Session Mobility

The trigger for WiMAX macro-mobility operation typically occurs when the mobile
device moves to a base station covered by a different ASN-GW. The trigger can originate

from the new target ASN-GW or from the old source ASN-GW, as shown in Figure 4-19
and described in the list that follows.
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Figure 4-19 PMIPv6-Based WiMAX Mobility

1. The source ASN-GW needs to provide the target ASN-GW with the client’s PMIPv6
configuration, including Home Network Prefix or IPv4 HoA, LMA IP address,
DHCP configuration, as well as PMIPv6 security mode configuration information.

2. The target ASN-GW then requests the PMIPv6 handover by sending a Relocate
Request message. If the PMIPv6 session requires authentication options, the source
ASN-GW will return these with the Relocate Response message. The receipt of the
Relocate Response message will trigger the target ASN-GW to perform a binding
update toward the LMA.

3. The LMA updates the binding cache entry with the new location of the client. The
LMA then establishes a new PMIPv6 tunnel toward the new ASN-GW and simulta-
neously tears down the tunnel toward the source ASN-GW.

4. Finally, the target ASN-GW indicates to the source ASN that relocation has been
successfully completed, allowing it to remove the mobility and DHCP contexts.
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PMIPv6-Based Session Termination

When the client finally terminates its session, it will typically trigger a release of its allo-
cated IP address. Figure 4-20 shows an example of session termination being triggered by
the client sending a DHCP-Release message to the DHCP relay in the ASN-GW. The
ASN-GW sends a PBU message to the associated LMA, signaling that the client has
detached from the network by including the client’s MN IPv4-HoA and a requested bind-
ing lifetime of 0. The LMA processes the message, removes bindings for the MN IPv4-
HoA as well as any other resources, and responds with a PBA as well as signaling the
AAA with an Accounting Stop message.

o &5 5 am

ASN-GW DHCPv4 Server PMIP LMA
IPv4 Session PMIPv6 Tunnel @
DHCP-Release DHCP-Release
[MN IPv4-HoA] [MN IPv4-HoA]

Proxy Binding Update
[MN IPv4-HoA, Lifetime 0]

Accounting Stop
>

Proxy Binding Acknowledgment

Figure 4-20 PMIPv6-Based Session Termination

3GPP Mobility Using Proxy Mobile IP

The previous section covering 3GPP described how GTP is used to provide data link
layer mobility for 3GPP access networks. The most recent activity within 3GPP has been
to define a new radio access technology, termed Long-Term Evolution (LTE), which is
able to support significantly increased data rates. This new radio technology has trig-
gered a rearchitecting of the packet core network, with the Evolved Packet Core (EPC)
being defined to support IP services to LTE-enabled mobile hosts. In a departure from
the legacy 3GPP core (comprising SGSN and GGSN), the EPC was designed to support
mobile services over non-3GPP-defined radio access technologies, such as wireless LAN,
WiMAX, as well as cdma2000-based radio access technologies.

To support link layer mobility between 3GPP and non-3GPP access networks, the EPC
has been designed to support GTP and PMIPv6-based mobility. Figure 4-21 shows the
Evolved Packet Core elements comprising a serving gateway, which is a transient user-

plan anchor for 3GPP access networks, and a PDN gateway, which is the IP PoA for the
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user. GTP is used as the link layer mobility protocol between the serving GW and the
PDN GW. Figure 4-21 also shows how non-3GPP access networks are integrated into the
EPC. The PDN GW is augmented with PMIPv6 LMA functionality, and the non-3GPP
access network is assumed to include the definition of an access gateway, which imple-
ments the PMIPv6 MAG function—for example, the ASN-GW in the case of WiMAX.
Hence, PMIPv6 is used for intersystem handovers between 3GPP and non-3GPP radio
access technologies.

Policy
Server
Serving /// :
aw /" 1 PDN
3GPP LTE S GTP e AL aw
Access . ‘ T 7 | ‘ IP
Network 4 (PMIP
LMA)

Non-3GPP PMIPv6

Access
Network

Access
Gateway
(PMIP
MAG)

Figure 4-21 3GPP PMIPv6 Architecture for Non-3GPP Access Nerworks

Delivering Equivalent GTP Functions with PMIPv6

As you have already seen, GTP provides more than simple data link layer mobility func-
tionality, including transport of QoS information as well as support for multiple PDP
contexts to allow bearer binding to be performed by the IP PoA (as shown previously in
Figure 4-13) and APN concepts that allow users to attach to different routing domains.
Because PMIPv6 is being used for 3GPP-to—non-3GPP intersystem handovers, the equiv-
alent functionality was required by 3GPP to be realized using PMIPvé6. Instead of simply
duplicating the functional split as defined with GTP, 3GPP instead opted to redefine the
functionality, in particular for differentiated QoS support. 3GPP has defined a single
PMIPv6 tunnel between the access gateway and PDN gateway instead of the multiple
GTP tunnels between the serving gateway and PDN gateway. This means that, whereas
the policy server interfaces to the PDN GW for GTP bearer binding, the same policy
server needs to interface to the access gateway for binding bearers to QoS flows, as
shown in Figure 4-21.
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Note The binding of the radio bearers to QoS flows does not mean that the intermediate
IP network is not involved in supporting end-to-end QoS. The PMIP-MAG and PMIP-
LMA functions are responsible for ensuring consistent Differentiated Services Code Points
(DSCP) operation—for example, by ensuring that the DSCP markings from inner IP pack-
ets are copied into the outer IP packet used to transport the PMIPv6 tunnel.

To support PMIPv6 to different routing domains with possibly overlapping IP addresses,
generic routing encapsulation (GRE) key extensions for tunneling packets between the
access gateway and PDN gateway are used'. The GRE packet header allows uniquely
identifying packets associated with different Packet Data Networks (PDN), even when
those PDNs that have allocated overlapping IP addresses.

Intertechnology Handover

The 3GPP standard supports intertechnology handover between non-3GPP access net-
works that are connected to the EPC using PMIPv6 and 3GPP access networks that are
connected to the EPC using GTP. Figure 4-22 shows the signaling flows when a device
first attaches to the EPC using non-3GPP access technology, which is described further in
the list that follows:

1. The non-3GPP access GW triggers the sending of the PBU message to the PDN GW,
establishing the PMIPv6 tunnel.

2. When the device decides to perform a handover to a 3GPP access network, it signals
a handover in the L2/L3 attach procedure.

3. This signal triggers the 3GPP access gateway—for example, an MME/serving GW or
SGSN—to recover the PDN GW address during access authentication.

4. The 3GPP access gateway then triggers the establishment of a GTP tunnel using a
Create Session Request/Response message exchange with the PDN GW.

5. At this time, the 3GPP Radio Access Bearer is established, which is then signaled to
the PDN-GW using a Modify Bearer Request/Response message exchange.

6. The PDN GW now can route downlink packets destined toward the device using the
GTP tunnel.

7. Finally, the PMIPv6 binding is revoked, which triggers the removal of the PMIPv6
tunnel and the non-3GPP access bearer.
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Figure 4-22 Intertechnology Handover Berween PMIPv6 and GTP

Data Link Layer Solutions to Providing Mobility
Across Heterogeneous Access Networks

Chapter 5 provides examples of mobility solutions that can be used for supporting Layer
3-based mobility across heterogeneous access networks. Although using data link layer
techniques to provide mobility solutions across different data link layers corresponding to
heterogeneous access networks can be viewed as a dichotomy, the clear benefits to solving
mobility at the data link layer has motivated the development of solutions that use IP tun-
neling to extend the cellular data link layer to be accessible over any IP network.

3GPP Generic Access Network

While this book examines techniques for providing mobility functionality for IP services,
the primary motivation for providing data link layer solutions for mobility across hetero-
geneous access networks was to allow access to cellular data link layer circuit-switched
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functionality over IP access networks. With the majority of cellular revenue still coming
from legacy voice services, and with the rapid adoption of smartphones with dual-mode
capabilities enabling access to both cellular and Wi-Fi access networks, the industry
moved to standardize techniques for accessing GSM data link layer services over IP net-
works.

The Generic Access Network (GAN) is the standardized version of Unlicensed Mobile
Access (UMA) specified by 3GPP”. The GAN architecture defines a client-initiated IPsec
tunnel, but instead of simply using the IPsec tunnel to transport native IP packets from
the WLAN-enabled device, GAN defines a complete access system including the use of a
new network element, the GAN Controller (GANC). Communication with the GANC
allows control messages to be sent over a TCP socket, instead of the cellular data link
layer, as illustrated in Figure 4-23. Although originally defined only for GSM and GPRS
access, GAN has been subsequently enhanced with a 3G mode of operation, allowing
dual-mode 3G devices to access legacy services over WLAN access networks.

Base Station/
Radio Nework
Controller

3GPP
Access
Network

Station

Dual-Mode
Smart-phone
Network

WiFi
Access Generic Access
Point Network
Controller

Figure 4-23 Generic Access Network Architecture

The GAN Controller appears to the rest of the network like a standard 2G Base Station
Controller (BSC) or 3G Radio Network Controller (RNC), hence allowing standardized
3GPP data link layer mobility techniques to be used for providing seamless access to IP
services as the user moves between native cellular networks and IP-enabled Wi-Fi access.

Because the GANC peers with 2G BSC and 3G RNC elements, conventional handover
can be supported if the dual-mode phone is able to report “measurements” performed on
the WLAN network. Assuming that a dual-mode phone has the ability to support simul-
taneous communications over cellular and WLAN, the GAN-enabled device will first
establish an IPsec tunnel to the GAN Controller and then register with the GANC, during
which it receives system information, including a dummy neighbor cell identity. The
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cellular network will have been configured to broadcast include the same dummy cell in
its neighbor list. While native phones will recover this information, they will fail to
decode GSM information using the dummy cell identity and hence not report any infor-
mation to the network. However, a GAN device, which prefers WLAN coverage and
recovers the same cell information it received during GANC registration, will start to
report the dummy neighbor cell at an artificially high value. This will trigger normal
3GPP procedures for BSC or RNC-to-GANC handover, including the use of GTP for
SGSN-based mobility.

Host Impacts of Data Link Layer Mobility

One of the key drivers for defining mobility events to be hidden from the IP layer is that
all existing applications can be easily supported. However, when the protocol supports
handoff between different access technologies, as is the case with PMIPv6, although the
IP address is guaranteed to be preserved as the host switches access technologies, the
operation of the host when switching network interfaces in the middle of a session is cur-
rently undefined and could still result in the session being disconnected when access
technologies are changed.

Note 3GPP has defined different access networks for supporting link layer mobility
using 2.5G systems based on Time Division Multiple Access (TDMA) radio technology;,
3/3.5G systems based on Wideband Code Division Multiple Access (WCDMA) radio tech-
nology, and most recently with the Evolved Packet System (EPS) based on Orthogonal
Frequency Division Access (OFDMA) technology. Importantly, these systems have been
defined to operate using a single radio (to allow lower-cost handsets to be developed) but
that also presents a single network interface to the host. Hence, handovers between differ-
ent cellular access technologies are guaranteed to be masked from upper layers in the cellu-
lar host.

For multi-interface hosts to support data link layer mobility, the fundamental design prin-
ciple of associating IP addresses with individual interfaces needs to be resolved. As with
other problems, this one can be solved by introducing a level of indirection between the
IP layer and the physical interfaces. One such approach is to introduce an intermediate
logical interface or Virtual Interface Adaptor (VIA) to hide the link layer mobility from
the IP layer.

Figure 4-24 shows the host architecture supporting such an approach where the VIA is
implemented as a logical interface decoupled from the physical interface. The VIA is then
bound to multiple physical interfaces that provide the transmit and receive functionalities
for sending packets over the individual physical links.

The VIA then enables address continuity during intertechnology handovers, with the
change in interface being hidden from the various applications.
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Figure 4-24  Virtual Interface Adaptor Architecture

Summary

The rationale for attempting to solve mobility at the data link layer is clear. Application
processes are bound to Internet sockets, which in turn are bound to individual interfaces
on that host. Solving mobility below the IP transport layer ensures that mobility for any
existing host or application can be supported by augmenting the data link layer with
mobility functionality. Indeed the increasing adoption of IP services on 3GPP-based
mobile devices demonstrates how data link layer mobility can be defined to support
seamless service across nationwide coverage areas.

Given the clear benefits of link layer mobility, this chapter first looked at native Ethernet
architectures and demonstrated how Ethernet bridging with hosts enhanced with DHCP
capability can be used to provide “plug-and-play” nomadicity across an enterprise Layer
2 network. The introduction of mobility in the enterprise is most often associated with
deployment of wireless LAN technology, so we have shown how the introduction of hier-
archy into the enterprise wireless LAN architecture has enabled the support of fast,
secure mobility across Layer 3 domains.
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This chapter then described those protocols that have been specifically designed to deliv-
er data link layer mobility in wide-area wireless environments. The use of PMIPv6, as
defined between the WiMAX ASN-GW and CSN-GW as well as toward 3GPP’s PDN
gateway for supporting non-3GPP radio technologies, has been described, together with
the more widely deployed GTP protocol. Both approaches allow mobility to be hidden
from the network layer.

Finally, this chapter concluded with the unfortunate limitations of link layer mobility
schemes. While the advantages of such techniques are clear when dealing with a homoge-
neous access technology, the binding of a socket to an IP address on a host’s interface
means that Virtual Interface Adaptor architectures need to be deployed if intertechnolo-
gy handover is to be supported. The rationale for solving mobility below the IP layer was
that this would allow any existing host running any existing application to support mobil-
ity. The necessity to augment host functionality with VIA technology then opens the
possibility of adding other host functionality to provide alternative means to support
mobility. Such approaches will be described in greater details in the following chapters.
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Chapter 5

Network Layer Mobillity

As discussed in Chapter 2, “Internet Sessions,” Layer 3 (the Internet, or network layer) is
responsible for the transmission of datagrams from source to destination. The network
layer is responsible for routing functions and fragmentation/reassembly while maintain-
ing any quality of service (QoS) required by the transport layer. This section provides a
brief overview of the network layer to illustrate the challenges that arise because of
mobility.

The Internet Protocol (IP) is the most commonly known example of a Layer 3 protocol,
and it provides the foundation upon which the Internet itself was built. IP is responsible
for connectionless transfer of packets from an end node, through a network, to another
end node.

For the network to identify a specific node, an addressing scheme (IP addressing) is used.
The IP address uniquely identifies an endpoint connected to the network, and all packets
are sent across the network indicating both the source IP address and destination IP
address. In addition, TCP, which resides at the transport layer, creates connections, iden-
tified by a 4-tuple (source IP address, source port, destination IP address, destination
port), used to identify the transmission session.

If neither endpoint is mobile, sending traffic from source to destination is trivial. Routers
use the hierarchical structure of Internet addressing to locate a path from the source end-
point to the destination endpoint, and the packet is sent to the next hop in that path.
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The IP address assigned to the endpoint, in essence, serves two purposes. For TCP, the IP
address serves as an endpoint identifier upon which sessions can be established and
maintained. At the network layer, however, the IP address is used in making routing deci-
sions. Figure 5-1 illustrates how IP addresses are assigned and used at the network layer.
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f“i
Node A Node B
10.1.1.1 172 16.1.1
Local Network A Internet Local Network B
10.1.1.0/24 172.16.0.0/24
Send traffic to host 10.1.1.1 Send traffic to network 10.1.1.0/24

Figure 5-1 Network Layer Connectivity

For this reason, mobility presents a unique problem to the network. Layer 3 mobility
refers to an end node that changes point of attachment in a way that is visible to Layer 3.
Layer 3 creates a two-dimensional challenge:

m  The mobile node keeps its IP address. If this were the case, the hierarchical structure
of Internet addressing is no longer aligned with real Internet topology, and the net-
work cannot properly route to the mobile node. Figure 5-2 illustrates the problem
presented by mobility at the network layer.
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Source Port Destination IP Destination
Port

10.1.1.1 1056 172.16.1.1
Source Port Destination IP Destination
Port
172.16.1.1 10.1.1.1 1056
TCP Session
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LA LU WL

Local Network A Internet Local Network B
10.1.1.0/24 172.16.0.0/24

&
Node A

10.1.1.1 Local Network C
192.168.1.0/24
Network 10.1.1.0/24 cannot X

send traffic to node Send traffic to network 10.1.1.0/24
10.1.1.1

Figure 5-2  Network Layer Mobility Problem

m  The mobile node changes its IP address. If this were the case, all TCP sessions built
on the original IP address can no longer continue and are broken. Figure 5-3 illus-
trates the problem presented by network mobility at the transport layer.

Because this chapter covers the topic of network layer mobility, you will learn about
seamless mobility—that is, persistence of the TCP session as an endpoint changes point
of attachment. Because it is unreasonably complex to expect that the network routing
decisions and topology can adapt to reflect the mobility of every endpoint, it is neces-
sary to preserve the endpoint’s original IP address, regardless of point of attachment.
More specifically, it is necessary to preserve the endpoint’s original IP address, as per-
ceived by the other node communicating over the established TCP session.
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o
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Figure 5-3  Transport Layer Mobility Problem

A number of mechanisms have been standardized to provide seamless mobility. Each of
these methods have one thing in common—they utilize a separate IP address for end-
point identification than for routing.

This chapter will discuss four mechanisms designed for network layer mobility as well as
the associated architectures, deployment examples, and use cases for each:

m  Mobile IPv4

m  Mobile IPv6

m  Dual Stack Mobile IP (DSMIP)

m  IKEv2 Mobility and Multihoming (MOBIKE) Protocol

Mobile IPv4

Mobile IPv4 was first standardized by the IEEE in RFC 2002, published in 1996.
Subsequent RFCs have updated the original RFC 2002, and the current Mobile IPv4 RFC
is 3344. With the growth of cellular systems, it was recognized that there was a need to
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support some mechanism of mobility in which the mobile node could continue to com-
municate with either a static or another mobile node without forcing new session estab-
lishment.

Note All RFCs are available at http://www.ietf.org/rfc/rfcxxxx.txt, where xxxx is the
number of the RFC.

Mobile IPv4 provides this mechanism while imposing no requirements on static nodes.
That is, a static node has no awareness that the node with which it is communicating has
changed point of attachment. This has allowed Mobile IPv4 to be deployed as an overlay
on top of the existing IP/Internet model without any impact to the routing and address-
ing structure.

Mobile IPv4 Technology Overview

Mobile IPv4 uses numerous mobility-specific terms and definitions to address mobility,
and also introduces a number of new elements into the IP network architecture. This new
terminology can broadly be classified as:

m  Network-specific terms
m  Network element-specific terms

m  Addressing-specific terms

Network-Specific Terms

For the purpose of understanding, Mobile IPv4 has employed numerous network refer-
ence points to better clarify where the mobile node is located:

m  The home nerwork has a network prefix matching that of the mobile node’s home
address. (See the section “Addressing-Specific Terms,” later in this chapter, for more
detail.) Traffic will be routed normally to the mobile node’s home address when the
node is attached to the home network.

B The virtual nerwork typically resides on the home agent (see the following section
for more detail), but might also reside as a nonphysical entity on any router in the
home network. The router that hosts the virtual network advertises reachability to
the virtual network to foreign networks.

B A foreign network is any network other than the mobile node’s home network. The
mobile node might be communicating with a node residing in a foreign network
when it changes point of attachment. Mobile IPv4 allows the mobile node to move
transparently without any node in the foreign network being aware.

A visited network is a foreign network to which the mobile node is connected.

Figure 5-4 illustrates the domains of a Mobile IPv4 network.
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192.168.1.0/24

Figure 5-4 Mobile IPv4 Domains

Network Element-Specific Terms

Mobile IPv4 networks consist of four network entities:

B The mobile node refers to the device that changes its point of attachment across
multiple networks. This point of attachment change might or might not result in the
change of IP address, depending on whether link layer connectivity can be main-
tained. The mobile node can be a host device or a router.

m  The foreign agent is a router in a mobile node’s visited network. The foreign agent
provides Layer 3 routing functions to the mobile node during the life of the node’s
association. For traffic originated from the mobile node, the foreign agent also acts
as the default gateway. For traffic destined to the mobile node, the foreign agent
establishes a tunnel to the home agent.

B The home agent is a router in the mobile node’s home network. The home agent pro-
vides tunneled delivery of mobile-destined traffic through the established tunnel to
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the foreign agent when the mobile node is outside the home network. The home
agent also maintains a database that contains the current location information for
any mobile node that has previously registered.

m  The correspondent node is any node (static or mobile) with which the mobile node
is communicating. The function of Mobile IPv4 is to allow the mobile node to
change point of attachment without the correspondent node being aware. This
allows TCP sessions to continue to functional normally.

Figure 5-5 builds on Figure 5-4, illustrating the elements of the Mobile IPv4 network.

Home Agent 10.1.1.254
Virtual Network 10.1.1.0/24

P

& &
X XX X
D &5 & &5 &S 5 ) &5 &S &) ") n
. x| x| x| ,
5
Home Network Internet Local Network B Correspondent Node
10.1.0.0/16 172.16.0.0/24 172.16.1.1
Foreign Agent
192.168.1.254
1

sy X ]

Node A Visited Network
192.168.1.0/24

Foreign Network
192.168.2.0/24

Figure 5-5 Mobile IPv4 Network Elements

Addressing-Specific Terms

To facilitate the routing of packets to the mobile node, both within and outside the home
network, Mobile IPv4 relies on multiple IP address assignments:

B The home address (HoA) is assigned by the home agent to the mobile node. This
address is maintained by the mobile node for the entire length of its session. The

home address does not change, regardless of the mobile node’s point of attachment
to the network.
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B The care-of address (CoA) is the termination point of the tunnel from the home
agent. The CoA can refer to an address on the foreign agent itself, known as the for-
eign agent CoA, or to an address assigned locally to an interface on the mobile node,
known as the colocated care-of address (CCoA).

Figure 5-6 builds on Figure 5-5, illustrating the addressing components of the Mobile
IPv4 network.

Home Agent 10.1.1.254
Virtual Network 10.1.1.0/24
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Home Network In;érﬁet Local Network B Correspondent
10.1.0.0/16 Node

Foreign Agent
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Mobile Node A N
Home Address 10.1.1.1 Visited Network B
CoA 192.168.1.254  192.168.2.0/24

Y

Figure 5-6 Mobile IPv4 Addressing

Mobile IPv4 Operation

As discussed earlier in the chapter, a home agent relies on an internal database to track a
mobile node location and determine the appropriate way to route traffic to the mobile
node. The Mobile IPv4 protocol has a number of processes that take place to populate
the database in the home agent. These processes can be characterized into three func-
tions:

m  Mobile IPv4 Agent Discovery
m  Mobile IPv4 Registration and Authentication, Authorization, and Accounting (AAA)

m  Mobile IPv4 Tunnels, Bindings, and Datagram Forwarding

The sections that follow cover these three functions in more detail.
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Mobile IPv4 Agent Discovery

Mobile Agent Discovery is the method used by the mobile node to determine the net-
work to which it is currently connected. This discovery takes place when a mobile node is
first turned on or when a mobile node changes network point of attachment. There are
two ways that the mobile node can discover its location—advertisement or solicitation.

Agent Advertisements

Agent Advertisement is the method used by the mobility agents to advertise which serv-
ices it has available. When the mobile node first connects to a new network, it listens for
Agent Advertisement messages. Agent Advertisements are unauthenticated multicast mes-
sages sent to the “all systems on this link” multicast address (224.0.0.1) or the “limited
broadcast” address (255.255.255.255).

The Agent Advertisement messages are actually extensions of the Internet Control
Message Protocol (ICMP) Router Advertisement message. These ICMP Router
Advertisement messages are defined in the ICMP Internet Router Discovery Protocol
(IRDP), defined in RFC 1256.

Figure 5-7 illustrates the ICMP Router Advertisement message format.

Type =9 Code Checksum

Number of Addresses Address Entry Size Lifetime

Router Address 1

Preference Level 1

Router Address N

Preference Level N

Figure 5-7 ICMP Router Advertisement

The extension includes information on registration lifetime, whether the advertising
router is a home agent or foreign agent, and the tunnel encapsulation type. In addition, if
the mobility agent is a foreign agent, the Agent Solicitation message also includes
whether reverse tunneling (see the section “Tunneling and Reverse Tunneling,” later in this
chapter) is supported, the foreign agent CoA, and whether the foreign agent has available
capacity to accept new registrations.

Figure 5-8 illustrates the format of the Agent Advertisement message.
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Type =9 Code = 16 (Mobile IP) Checksum

Number of Addresses Address Entry Size Lifetime

Router Address 1

Preference Level 1

Router Address N

Preference Level N

Extension Type = 16 l Length Sequence Number
Registration Lifetime -~ Flags I\ RESERVED

/?y-of Address 1 \\\\
/ / Care-of‘/.\.ddressN \ \

Flags
Registration Busy Home Agent Foreign Minimal GRE RESERVED Reverse
Required (B) (H) Agent (F) Encap(?\;lJ)Iation Encapsulation Tunneling
@) U]

Figure 5-8 MIPv4 Router Advertisement Extension

Agent Advertisement messages are required when a mobile node cannot discover, through
a Layer 2 protocol, both its own local IP address and a local mobility agent. 3rd
Generation Partnership Project 2 (3GPP2) and other mobility standards rely on link layer
mechanisms, such as Point to Point Protocol (PPP), to establish connectivity and Internet
Protocol Control Protocol (IPCP) to configure IP over the PPP link. The IP address con-
tained in the IPCP negotiation can be used to determine the network to which the mobile
node is connected—home or foreign. After the PPP session is established, Agent
Advertisements can be sent over the PPP session. More information on Mobile IPv4 in
practice can be found later in this chapter.

Agent Solicitations

Because multicast and broadcast Agent Advertisements consume network bandwidth, the
rate at which these messages are sent is often limited so as not to consume a significant
amount of bandwidth. If the mobile node does not receive any Agent Advertisements for
a period of time, it can optionally send an Agent Solicitation message to discover a CoA.
Solicitation is a method by which the mobile node solicits an Agent Advertisement mes-
sage. This Agent Advertisement message can be sent unicast to the mobile node.

The Agent Solicitation message is identical to the ICMP Router Solicitation message
defined in the IRDP standard. Figure 5-9 illustrates the format of the Agent Solicitation
message.
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Type = 10 Code =0 Checksum

RESERVED

Figure 5-9 Mobile IPv4 Agent Solicitation Message

Mobile IPv4 Registration and AAA

After Agent Discovery has been completed, the mobile node has successfully determined
whether it is connected to its home network or a foreign network. While mobile nodes
might use regular IP when in the home network, and Mobile IPv4 when in a foreign net-
work, mobile standards organizations, such as 3GPP2, treat all networks as foreign net-
works and therefore require Mobile IPv4 to be used at all times.

RFC 3344 defines three registration events for the mobile node:
m  Registration
m  Deregistration

m  Reregistration

The sections that follow describe these registration events in more detail.

Mobile IPv4 Registration

A mobile node initiates a Registration Request (RRQ) when either the outcome of its Agent
Discovery process concludes that it is connected to a foreign network or a link layer mecha-
nism results in network layer establishment. This RRQ allows the mobile node to request
service from a foreign agent (optional), inform the home agent of its current CoA (registra-
tion), renew a registration that is about to expire (reregistration), or deregister.

RRQ messages originate from a mobile node and are destined for a mobility agent. The
mobility agent might be a foreign agent or a home agent, depending on both the mobile
node’s preference for CCoA and the foreign agent’s preference for registration. Table 5-1
includes the different scenarios that determine whether the mobile node registers through
a foreign agent relay or directly with a home agent.

Table 5-1 Policy Enforcement Interaction Descriptions

Mobile Node Foreign Agent
Preference Preference Registration Interaction

CoA CoA The mobile node registers through the foreign agent.

CCoA CoA The mobile node registers through the foreign agent.

continues
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Table 5-1 Policy Enforcement Interaction Descriptions (continued)

Mobile Node Foreign Agent
Preference Preference Registration Interaction

CCoA CCoA If the foreign agent explicitly requests that the mobile node
register by setting the R bit in the Agent Advertisement mes-
sage, the mobile node registers through the foreign agent.

If the foreign agent does not explicitly set the R bit, or if no
Agent Advertisement is received, the mobile node registers
directly to the home agent.

When registering directly with the home agent, RRQs and RRPs are exchanged directly
between the mobile node and home agent.

When registering with the foreign agent, all RRQs originated by the mobile node are sent
to the foreign agent, which acts as a relay to the home agent. The home agent replies with
a Registration Reply (RRP) message. The foreign agent also acts as a relay for the RRP
toward the mobile node. Figure 5-10 illustrates the foreign agent’s role in the Mobile IPv4
registration process.

Foreign Agent Home Agent
192.168.1.254 10.1.1.254
] =
Mobile Node Visited Network Home Network
192.168.1.0/24 10.1.0.0/16

Registration Request (RRQ)

Registration Request (RRQ)

Registration Reply (RRP)

Registration Reply (RRP)

Figure 5-10 Mobile IPv4 Registration Process

The registration process also has several other optional capabilities:
m  Allowing the mobile node to discover its home address

B Maintaining multiple registrations simultaneously for tunneling multiple copies of
the same IP packet to each registered CoA

m  Deregistering specific CoAs
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B Discovering the home agent address dynamically (see the following sidebar,
“Dynamic Home Agent Assignment”)

Dynamic Home Agent Assignment

Some link layer establishment protocols require that the end node include a topologically
significant IP address at establishment/registration. As noted earlier in this chapter, PPP
IPCP, for example, requires that the registering node be assigned a unique IP address prior
to identifying a foreign agent CoA. This ultimately creates a scalability issue for mobile
nodes, because the intent of the foreign agent CoA is to allow multiple mobile nodes to
share a single CoA.

RFC 2290, “Mobile IPv4 Configuration Option for PPP IPCP,” is one of many standards
defined to extend link layer mechanisms for support of Mobile IPv4 endpoints. The inclu-
sion of these options using the IPCP IP Address Configuration Option allows the mobile
node to determine what IP address to use as the CoA when registering with the home
agent.

RFC 2794, “Mobile IP Network Access Identifier (NAI) Extension for IPv4,” extended the
flexibility of RFC 2290 by allowing a mobile node to be identified by an NAL In addition
to allowing mobile nodes to be authenticated through standard AAA methods (discussed
in the next section), this RFC also extended the Mobile IPv4 RRQ process.

This extension allows the NAI to be used to determine the mobile node’s home address. A
mobility agent includes this message in the RRP. The extension also enables the RRQ to
include a “zero” (0.0.0.0) or “all” (255.255.255.255) address for the home agent. This value
allows the mobility agent—either directly or through AAA interaction—to dynamically
allocate the mobile node’s home agent address.

This process is known as dynamic home agent assignment.

RRQ and RRP Messages

RRQ and RRP messages in Mobile IPv4 use the User Datagram Protocol (UDP) as the
transmission protocol. UDP relies on a simple transmission model that does not involve
session establishment, guarantee reliability, or ensure data integrity. UDP, therefore, pro-
vides an unreliable transport mechanism for the Mobile IPv4 registration process. The
Mobile IPv4 protocol itself provides reliability with the inclusion of retransmission capa-
bilities, validity checksums, and session identification.

Figure 5-11 illustrates the format of an RRQ message. Table 5-2 identifies the message
fields and their usage.
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1 (RRQ)
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Home Address
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Figure 5-11 RRQ Message Formar

Table 5-2 RRQ Message Fields and Usage

Message Field

Definition

Simultaneous
Bindings (S)

As discussed earlier in this chapter, a mobile node can maintain multiple
bindings, or tunnels, with the home agent simultaneously. This bit notifies
the home agent that the mobile node intends to establish a new binding
while keeping the existing bindings.

Broadcast
Datagrams (B)

A home agent can be advised, by the mobile device, to either allow
broadcast traffic through the Mobile IPv4 tunnel or to prohibit broadcast
traffic through the Mobile IPv4 tunnel.

Decapsulation by
Mobile Node (D)

This bit notifies the home agent as to whether the mobile node is oper-
ating in CoA or CCoA mode. When operating in CCoA mode, the mobile
node is the endpoint for the mobile IPv4 tunnel and is therefore responsi-
ble for decapsulation of all packets sent to the CoA. When operating in
CoA mode, the foreign agent is the endpoint for the mobile IPv4 tunnel.

Minimal
Encapsulation (M)

The mobile node can request which type of encapsulation the home
agent uses. This bit requests that the home agent use minimal encapsula-
tion.

GRE Encapsulation (G)

The mobile node can request which type of encapsulation the home agent
uses. This bit requests that the home agent use GRE encapsulation.

Reverse Tunneling

See the “Tunneling and Reverse Tunneling” section, later in this chapter.

Requested (T)

Lifetime This value indicates the number of seconds that the registration is valid. A
registration expires if not replied to prior to the expiration of the Lifetime
timer.

Home Address This is the address of the mobile node. If set to “zero” (0.0.0.0), the mobile
node expects the IP address to be returned.

Home Agent This is the address of the home agent. If set to “zero” (0.0.0.0) or

(255.255.255.255), the mobile node expects the IP address to be assigned
dynamically. See the sidebar “Dynamic Home Agent Assignment,” earlier
in this chapter.
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Message Field Definition

Care-of Address This is one of the endpoints for the Mobile IPv4 tunnel. The other end-
point is the home agent. This CoA is either an address on the foreign
agent or an address on the mobile node.

Identification Because UDP does not provide sequencing, the Mobile IPv4 registra-
tion process uses a unique identification value to match RRQs from the
mobile node to RRPs from the mobility agent. This identification value
is constructed by the mobile node, sent to the mobility agent in the
RRQ and included by the mobility agent in the RRP.

Extensions Mobile IPv4 extensions can be added to the RRQ. See the
“Authentication and Accounting” section, later in this chapter, for more
information on authorization-enabling extensions.

A mobility agent uses the RRP message in response to a RRQ. The RRP is sourced from
the mobility agent and destined to the mobile node. The RRP message notifies the mobile
node whether the registration request was accepted and for what length of time.

Figure 5-12 illustrates the format of an RRP message. Table 5-3 identifies the message
fields and their usage.

Message Type = Code Lifetime
3 (RRP)

Home Address

Home Agent

Identification

Figure 5-12 RRP Message Format

Table 5-3 RRP Message Fields and Usage

Message Field Definition

Code The mobility agent notifies the mobile node as to the status of the registra-
tion request using a code value. This code value falls into three categories:
m  Accepted
m  Accepted, but simultaneous bindings not supported
m Denied
The mobility agent can deny the registration request for numerous reasons.
RFC 3344 maintains a full list of registration denied codes.

continues
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Table 5-3 RRP Message Fields and Usage (continued)

Message Field Definition

Lifetime This value indicates the number of seconds that the registration is valid.
This value can differ from the value requested by the mobile node in the
Lifetime field of the RRP.
The mobility agent can assign any number of seconds equal to or less than
that requested by the mobile node, including “zero” (which indicates dereg-
istration) or Oxffff (which indicates infinity).

Home Address  This value identifies the IP address of the mobile node.

Home Agent This value identifies the IP address of the mobile node’s home agent.

Identification Because UDP does not provide sequencing, the Mobile IPv4 registration
process uses a unique identification value to match RRQs from the mobile
node to RRPs from the mobility agent. This identification value is con-
structed by the mobile node, sent to the mobility agent in the RRQ, and
included by the mobility agent in the RRP.

Extensions Mobile IPv4 extensions can be added to the RRQ. See the “Authentication
and Accounting” section, later in this chapter, for more information on
authorization-enabling extensions.

Authentication Extensions

For security purposes, Mobile IPv4 messages rely on shared authentication values,
known as message authentication codes, for authenticating messages sent from the
mobile node to a mobility agent, and between mobility agents. These authentication val-
ues, derived through Hash-based Message Authentication Code (HMAC) with Message
Digest algorithm 5 (HMAC-MDS5), are used to protect the UDP payload, including all
extensions.

HMAC-MDS5 uses an iterative cryptographic hash function along with the key defined in
the security context to create the message authentication code.

Security contexts are established between nodes in the Mobile IP network. Each security
context contains a shared key or public/private key pair, an authentication algorithm, and
a style of replay protection.

All security contexts between two nodes are collectively known as a Mobility Security
Association. Each security context within the Mobility Security Association is indexed
using a Securiry Parameter Index (SPI) value. When receiving a message that requires
authentication, the mobility node uses the SPI value to determine which security context
is to be used, and therefore which key is applicable, for the derivation and verification of
the authentication value.
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Mobile IPv4 includes the authenticator in RRPs and RRQs as extensions. There are three
types of authentication extensions:

®  MN-HA authenticator: The MN-HA authenticator is used to authorize and validate
messages between the mobile node and home agent. This authentication extension is
mandatory in all RRQs and all RRPs generated by the home agent. The mobile node
and the home agent are required to maintain a security association.

m  MN-FA authenticator: The MN-FA authenticator is used to authorize and validate
messages between the mobile node and foreign agent. This authentication extension
is optional in all RRQs and RRPs, because the mobile node and foreign agent are not
required to maintain a security association.

m  FA-HA authenticator: The FA-HA authenticator is used to authorize and validate
messages between the foreign agent and home agent. This authentication extension is
optional in all RRQs and RRPs, because the foreign agent and home agent are not
required to maintain a security association.

Mobile IPv4 AAA Interactions

As you have seen in Chapter 3, “Nomadicity,” AAA services have historically been used
on the Internet to provide a mechanism by which a network can verify and validate a
node attempting to access network services, as well as a means to account for the con-
sumption of those services. AAA relies on credentials communicated by the connecting
node to the network access gateway, which can be authenticated prior to allowing access
to the network. These credentials can include some form of identification (subscriber or
node), other unique data, or digital signature.

AAA servers are typically used to interact with the network access gateway by providing
credential verification services. The RADIUS protocol, defined in RFC 2865, and the
Diameter Base protocol, defined in RFC 3588, are the two most prevalent methods of
providing these authentication services.

With the growth of Mobile IPv4 as a mechanism to provide network services, RFC 2977,
“Mobile IP Authentication, Authorization, and Accounting,” was developed to provide
AAA functions to mobile nodes requesting Mobile IPv4 services.

Note RFC 2977, “Mobile IP Authentication, Authorization, and Accounting,” is applica-
ble to both Mobile IPv4 and Mobile IPv6 protocols.

In the Mobile IPv4 AAA architecture, the mobility gateways are the network access gate-
ways contacting either a foreign or home AAA server to validate the credentials provided
by the mobile node. The AAA server core functions include the following:

m  Enabling authentication for Mobile IP registration
m  Authorizing the mobile node

m [nitiating accounting
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The AAA server can also be responsible for obtaining an IP address for the mobile node.
Figure 5-13 illustrates the generic Mobile IPv4 AAA architecture.
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Figure 5-13 Mobile IPv4 AAA Architecture

As discussed earlier, RFC 2794 provides a mechanism by which a mobility agent can
interact with the AAA server and validate a mobile node using the unique NAI value. This
allows a mobile node to be authenticated to the network, authorized for connection, and
assigned an IP address through AAA interaction.

Mobile IPv4 Challenge/Response Extension

RFC 4721, “Mobile IPv4 Challenge/Response Extensions,” provides an additional opti-
mization for AAA interaction by creating the Mobile-AAA Authentication extension for
both Mobile IPv4 RRQ messages.

The AAA Authentication extension includes information relevant for the mobility node
to create a request to the AAA server for authentication.

These extensions also allow the foreign agent to use a challenge/response mechanism in
the Agent Advertisement message to verify the mobile node.

Note Challenge/response authentication methods are common in remote-access net-
works. These methods allow one node in the authentication process to present a challenge
to the other node. The other node must provide the expected response to the challenger to
be authenticated. The challenge/response mechanism can take on two forms:

B One-way authentication: With this form of authentication, one node is authenticating
itself to the other. In effect, the network element (server, network access gateway, and
so on) ensures that the client is a trusted entity.

continues
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B Mutual authentication: With this form of authentication, each node is required to
authenticate itself to the other node, in a “handshake” model. In effect, the network
element and the client ensure that the other is a trusted entity. Mutual authentication
ensures that the both the client and network element are trusted entities, which pro-
tects against rogue network elements responding to client traffic.

Mobile IPv4 relies on one-way authentication in which the mobile node replays the chal-
lenge presented by the mobility agent. The mobility agent is responsible for rotating chal-
lenges to ensure limited lifetime. The foreign agent can send a challenge to the mobile
node in Agent Advertisement messages. The mobile node includes the response in an
MN-FA challenge extension of the RRQ. This challenge is used to ensure that the mobile
node is not replaying an earlier RRQ. This provides local assurance that a legitimate
mobile node is attempting to connect to the network, instead of a node that has inter-
cepted an earlier RRQ.

Mobile IPv4 AAA Key Distribution

The AAA server can optionally play a critical role in the Mobile IPv4 registration author-
ization process. The AAA server can maintain a key distribution function for the Mobile
IPv4 nodes, including the following:

m Identification and creation of a security association between the mobile node and
home agent so that the mobile node can create the MN-HA authenticator

B Identification and creation of a security association between the mobile node and
foreign agent so that the mobile node can create the MN-FA authenticator

m Identification and creation of a security association between the foreign agent and
home agent so that the home agent can create the FA-HA authenticator

RADIUS Interactions

The RADIUS protocol, defined in RFC 2865, has already been introduced in Chapter 3
and is the most widely deployed AAA technology to date. This protocol has been
deployed in dialup, cable, DSL, and wireless networks. As the most prevalent AAA tech-
nology, Mobile IPv4 mobility agents are capable of communicating with AAA servers
using the RADIUS protocol through a standardized set of Mobile IPv4 RADIUS attrib-
utes.

Figure 5-14 illustrates how a mobility agent provides RADIUS AAA support for Mobile
IPv4 RRQs.
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Figure 5-14 Mobile IPv4 and RADIUS

RFC 5030 provides guidelines for Mobile IPv4 RADIUS attributes. The RADIUS proto-
col supports Vendor-Specific Attributes (VSA), which permit vendors to use the RADIUS
protocol to communicate information between the network access gateway and the
RADIUS server that is not addressed through any standard. While VSAs accelerated
Mobile IP RADIUS interaction by allowing vendors to create their own RADIUS attrib-
utes, these solutions were not interoperable.

RFC 2865 defines standard attributes communicated between a network access gateway
and a RADIUS server, but there is no standardized set of RADIUS attributes for commu-
nication between a mobility agent and the RADIUS server within the technology-agnos-
tic Internet Engineering Task Force (IETF). However, many mobility standards organiza-
tions, such as 3GPP2, have adopted their own RADIUS vendor ID (5535). This provides a
technology-specific standard for implementing RADIUS communication.

Diameter Applications

The Diameter protocol, defined in RFC 3588, provides another AAA framework, and was
designed to be a more robust protocol than RADIUS. Diameter provides the following
functions, above and beyond the RADIUS protocol":

m  Transmission-level security: The RADIUS protocol provides only application layer
authentication and validation, while Diameter provides transport security with
optional IPsec encryption.
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m  Failover capability: Diameter supports application layer acknowledgments and
failover algorithms.

m  Reliable transport: By relying on TCP or Stream Control Transport Protocol (SCTP)
as the transport protocol, as opposed to UDP, Diameter leverages the transport layer
reliability mechanisms. As discussed earlier, UDP does not provide an assured deliv-
ery of packets. TCP and SCTP, by contrast, provide sequencing, retransmissions, and
flow control algorithms design to guarantee delivery of packets.

B Capability negotiation: RADIUS peers do not have knowledge as to the other’s capabil-
ities. This capability allows Diameter peers to determine a mutually acceptable service.

B Peer discovery and configuration: RADIUS configuration requires manual assign-
ment of servers and clients. Diameter peers can dynamically discover peers through
Domain Name System (DNS).

In addition to these Diameter capabilities, RFC 4004 defines a Mobile IPv4 application
that allows a Diameter server to provide AAA functions for Mobile IPv4 services.

During Mobile IPv4 registration, the Diameter server provides the derivation and trans-
port of mobility security associations, namely, the MN-HA, MN-FA, and FA-HA keys.
The Diameter server is also an integral component in interrealm mobility, including pro-
viding authentication and accounting for a mobile node.

Figure 5-15 illustrates how a mobility agent provides Diameter AAA support for Mobile
IP RRQs.
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Diameter Accounting Start

Diameter Answer (ACK)

Figure 5-15 Mobile IPv4 and Diameter

From <www.wowebook.com>



114 Building the Mobile Internet

Mobile IPv4 Tunnels, Bindings, and Datagram Forwarding

Upon successful registration to the mobility agent, the mobile node is then able to send
traffic to a corresponding node. From a mobility perspective, the challenge is no longer
related to identifying the point of attachment and signaling layer process, but instead a
bearer plane problem—delivering all packets from correspondent nodes to the CoA of
the mobile node. This traffic is encapsulated between the CoA and the home agent in
either IP in IP, generic routing encapsulation (GRE), or minimal encapsulation.

The mobile node routes traffic to its default router. When using a foreign agent CoA, the
default router might be the foreign agent CoA or be selected from the list provided in the
ICMP Router Advertisement portion of the Agent Advertisement message. Figure 5-16
illustrates the bearer plane functions of Mobile IPv4 with foreign agent CoA.
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172.16.1.1 10.1.1.1 10.1.1.254 192.168.1.25 172.16.1.1 10.1.1.1 172.16.1.1 10.1.1.1
Figure 5-16 Mobile IPv4 Routing with Foreign Agent CoA

When the mobile node is using a CCoA, the default router is selected from the list pro-
vided in the ICMP Router Advertisement portion of the Agent Advertisement message,
as long as the network prefix of the router selected matches the network prefix of the
mobile node CoA message. Figure 5-17 illustrates the bearer plane functions of Mobile
IPv4 with CCoA.

It is important that the mobile node does not issue any broadcast Address Resolution
Protocol (ARP) messages while connected to a foreign network. This restriction is further
clarified in the section “Mobile IPv4 and Layer 2 Interactions,” later in this chapter.
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Figure 5-17 Mobile IPv4 Routing with CCoA

Tunneling and Reverse Tunneling
By default, the Mobile IPv4 tunnel established between the CoA and home agent is unidi-
rectional. The mobile node sends traffic directly to a correspondent node, while the corre-
spondent node sends traffic to the home agent. Figure 5-18 illustrates triangular routing.
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Figure 5-18 Mobile IPv4 Triangular Routing
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As you can see in Figure 5-18, the routing path forms a triangle with the following
vertices:

m  Traffic from the mobile node to the correspondent node is sent directly through the
foreign agent.

m  Traffic from the correspondent node to the mobile node is first sent to the home
agent.

®  The home agent then encapsulates the traffic and forwards the traffic to the mobile
node CoA.

Triangular routing is not just inefficient, but it also causes problems for many network
elements that rely on bidirectional communication flows or topologically accurate
source/destination address pairs. For example, firewalls and other border routers at net-
work ingress points can discard flows destined for the home agent because the mobile-
initiated connection originally exited the network through a different border gateway.
Chapter 4, “Data Link Layer Mobility,” describes issues with triangular routing in more
detail.

To resolve the triangular routing problem, Mobile IPv4 reverse tunneling, standardized in
RFC 3024, is used. Reverse tunneling forces traffic to be routed symmetrically, through
the home agent, in both the forward and reverse paths. The mobile node, when config-
ured for reverse tunneling, uses the foreign agent as its default gateway, and the foreign
agent encapsulates all traffic and sends it to the home agent. In this way, the home agent
essentially acts as the border router for the Mobile IPv4 domain. Figure 5-19 illustrates
Mobile IPv4 reverse tunneling.
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Figure 5-19 Mobile IPv4 Reverse Tunneling
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Mobile IPv4 and Layer 2 Interactions

While Mobile IPv4 does resolve mobility at the Internet Layer of the TCP/IP stack, it
actually creates additional challenges at the lower layers. Chapter 1 discusses how ARP
works in a network.

Mobile IPv4 networks present a unique challenge for ARP. When a packet is routed into a
network, the Mobile IPv4 home agent intercepts all packets destined for a mobile node
and tunnels this traffic to the CoA. However, when a local corresponding node on the
same network attempts to send a packet to the mobile node, the correspondent node
does not need to route the packet. Because both the mobile node and correspondent
node are on the same network, the correspondent node issues an ARP request to deter-
mine the hardware, or link layer, address of the mobile node. If the mobile node responds
to this ARP request, the home agent would never see the packet. Figure 5-20 illustrates a
local correspondent node forwarding packets to a mobile node under standard ARP func-
tionality.
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Figure 5-20 Local Correspondent Node Standard ARP Functionality

This presents a challenge because the correspondent node does not need to understand
or be aware of the Mobile IPv4 session on the mobile node. If the mobile node changes
point of attachment, the local correspondent node would not be aware and will continue
to use its local ARP table to determine how to forward the packet. Figure 5-21 illustrates
the mobility challenge that arises while communicating with a local correspondent node.

For this reason, Mobile IP4 adopted specific ARP rules that both mobile nodes and
mobility agents must follow, including the following:

®  The mobile node must not issue broadcast ARP messages while away from its home
network.

m  The foreign agent must not issue broadcast ARP messages to determine the MAC
address of the mobile node. Instead, the foreign agent must obtain the MAC address
from either an Agent Solicitation message or RRQ message.
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Figure 5-21  Mobility Challenge with Local Correspondent Node

m  The foreign agent’s ARP cache for a mobile node must be as long as the RRP lifetime.

m  When the mobile node is away from the home network, the home agent uses Proxy
ARP messages to reply to ARP requests for a mobile node’s link layer address. A
Proxy ARP message is an ARP reply sent by one node (the home agent) on behalf of
another node (the mobile node). Figure 5-22 illustrates how Proxy ARP messages
issued by the home agent solve the forwarding challenge that arises by communicat-
ing with local correspondent nodes.
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Figure 5-22 Home Agent Proxy ARP
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B When the mobile node changes IP point of attachment, the home agent issues a gra-
tuitous ARP message. This gratuitous ARP message updates local nodes as to the
link layer address of the mobile node. This link layer address points to the home
agent, and local nodes associate the mobile node’s link layer address with the IP
address of the home agent. Figure 5-23 illustrates how gratuitous ARP messages
issued by the home agent solve the mobility challenge that arises by communicating
with local correspondent nodes.
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Figure 5-23 Home Agent Gratuitous ARP

Mobile IPv4 in Practice

Mobile IPv4 is one of the most-implemented mobility protocols and the most-implement-
ed network layer mobility protocol to date. Mobile IPv4 is standardized in the IETF and
leveraged across numerous organizations, including both 3GPP2, the standards organiza-
tion for today’s Code Division Multiple Access (CDMA) Evolution Data Only (EVDO)
networks and WiMAX Forum Network Working Group (NWG).

While Mobile IPv4 has numerous deployment examples in both service provider and
enterprise networks, the following sections discuss specific implementations of Mobile
IPv4 relative to mobile standards organizations. These sections will look at a specific
example of Mobile IPv4, as implemented in CDMA networks standardized by 3GPP2.

3GPP2 Implementation of Mobile IPv4

3GPP2 X.S011 defines the usage of Mobile IPv4 to provide mobility services in a
CDMA network environment. A CDMA data network includes four main elements:

B Base Transceiver Station (BTS): The BTS is the radio frequency (RF) node in the
CDMA architecture.

From <www.wowebook.com>



120 Building the Mobile Internet

m  Packet Control Function (PCF): The PCF is both a packet-routing node between the
BTS and Packet Data Serving Node (PDSN) as well as a radio node that provides
intelligence and channel assignment to the mobile node.

m  PDSN: The PDSN provides the network access gateway function to the packet data
network. The PDSN terminates PPP sessions from the mobile node and provides the
foreign agent function for the Mobile IPv4 session.

m  Home Agent (HA): The HA provides Mobile IPv4 standards-compliant functions for
the packet data network, ensuring that the mobile node can seamlessly hand off
between CDMA BTSs.

Figure 5-24 illustrates a CDMA network architecture.
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Figure 5-24 CDMA Nerwork Architecture

Figure 5-25 illustrates the call flow for establishing a Mobile IPv4 connection in a
CDMA network.

When a mobile node attempts to connect to the CDMA network, it attempts to establish
a connection over the A10 interface, which is a PPP interface used to authenticate the
mobile subscriber for network access.

The PPP session typically does not use Challenge Handshake Authentication Protocol
(CHAP) authentication. This is done to reduce the call setup time. Instead, the PDSN will
send Agent Advertisement messages that include the Agent Advertisement Challenge
extension after the PPP session is successfully negotiated.
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Figure 5-25 CDMA Call Flow

After the PPP has been completed, the mobile node initiates an RRQ to the PDSN. The
foreign agent function in the PDSN communicates with a AAA server to authenticate the
subscriber, retrieve a home agent IP address (if a dynamic home agent is required), the
FA-HA SPI. The PDSN then proxies the RRQ message to the home agent, including the
MN-FA challenge extension, NAIL, and MN-AAA authentication extension.

The home agent interacts with the AAA server again to authenticate the mobile node for
mobile services. After it is successfully authenticated, the home agent sends an RRP mes-
sage to the PDSN/FA.

The mobile node home IP address can be assigned at many different steps within the call
flow, including the following:

B Mobile IPv4 RRQ: The mobile node can request a specific home IP address, known
as a static IP address, from the mobility agents.

B FA-CHAP response from the AAA server: If configured for CHAP authentication,
the AAA server can assign a home IP address to the mobile node during authoriza-
tion by the PDSN.
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m  Mobile IPv4 RRP: The home agent can assign a home IP address, based on NAI, in
the Mobile IPv4 RRP message.

After it is established, the mobile node can communicate with corresponding nodes using
reverse tunneling. All packets both to and from the mobile node are sent through the
home agent. Figure 5-26 illustrates the protocol stack for sending traffic between a
mobile node and correspondent node.
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Figure 5-26 CDMA End-to-End Protocol Stack

Mobile IPv6 Technology Overview

Mobile IPv6 is standardized in RFC 3775. Much like Mobile IPv4, Mobile IPv6 provides
transparent mobility support for mobile nodes communicating across IPv6 networks.
Mobile IPv6 shares many of the same features and capabilities as Mobile IPv4 while
leveraging the advantages that the IPv6 protocol itself provides. The major differences
between Mobile IPv4 and Mobile IPv6 include the following:

m  Mobile IPv4 foreign agents provide local mobility agent function for a mobile node
that has roamed into a foreign network. Mobile IPv6 does not require a local mobili-
ty anchor, so no foreign agent exists in a Mobile IPv6 network.

B Because no foreign agent exists, route optimization and reverse tunneling options
are not required for Mobile IPv6. The Mobile IPv6 route optimization capability
allows the Mobile IPv6 protocol to coexist with ingress filtering devices located at
border gateways.

m  The IPv6 protocol supports neighbor unreachability. This detection can be used in
Mobile IPv6 to assure symmetric routing between the mobile node and its default
router in the foreign network.

®  Rather than using IP in IP or other encapsulation techniques, the majority of traffic
sent to a mobile node is done so using the IPv6 routing header.

m  Mobile IPv6 does not create the same challenges with link layer interactions. (See
the section “Mobile IPv4 and Layer 2 Interactions,” earlier in this chapter.) Instead of
relying on ARP, Mobile IPv6 relies on IPv6 neighbor discovery.
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Mobile IPv6 Operation

Mobile IPv6 operation is similar to that of Mobile IPv4. The mobile node is always reach-
able through its HoA, regardless of point of attachment. The mobile node registers its
CoA with a home agent in the home network whenever it changes point of attachment
within foreign networks.

While the binding between the mobile node’s CoA and home address allows any node
corresponding with the mobile node to continue communication, traffic is routed in a
nonoptimal manner. Mobile IPv6 resolves this by allowing the correspondent node to
participate in the Mobile IPv6 process. The two nodes (mobile and correspondent) com-
municate through two different methods—bidirectional tunneling and route optimiza-
tion—as explained in the sections that follow.

Note As you will see later in this chapter, the operation of route optimization requires
that the Correspondent Node supports additional Mobile IPv6 functionality.

Bidirectional Tunneling Mode

Bidirectional tunneling mode does not require the correspondent node to support
Mobile IPv6. In this mode, traffic is routed similarly to a reverse tunneling mode in
Mobile IPv4. Figure 5-27 illustrates bidirectional tunneling mode in Mobile IPv6.

Packets from the mobile node toward the correspondent node are tunneled to the home
agent and then routed from the home network to the correspondent node. Packets from
the correspondent node are routed to the home agent and then tunneled to the mobile
node.

Bidirectional tunneling mode requires IPv6 neighbor discovery capability in the home
agent.

IPV6 neighbor discovery, defined in RFC 2461, is an important function in Mobile IPv6.
IPv6 neighbor discovery allows a network node to discover the link layer address of
nodes residing on the same network and a network host to find a default router. The IPv6
neighbor discovery capability allows Mobile IPv6 to function over any link layer technol-
ogy and disassociates the home agent from taking part in any link layer communications.

When a mobile node moves outside the home network, it registers with the home agent.
The home agent uses proxy neighbor discovery to notify link-adjacent nodes that all traf-
fic destined for the mobile node should be sent to the home agent.
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Figure 5-27 Mobile IPv6 Bidirectional Tunneling Mode

Route Optimization Mode

Route optimization mode in Mobile IPv6 allows the IPv6 network to use standard short-
est-path (or policy-based) algorithms to determine how packets are routed from the corre-
spondent node to the mobile node. This mode requires the correspondent node to sup-
port the Mobile IPv6 protocol.

Figure 5-28 illustrates route optimization mode in Mobile IPv6.

To populate the bindings database on the correspondent node, the mobile node sends
Binding Update messages, similar to those sent to the home agent. The correspondent
node maintains a bindings database that maps the mobile node’s home address and CoA.

Packets from the mobile node toward the correspondent node are sent directly to the cor-
respondent node. Packets from the correspondent node are routed directly to the CoA of
the mobile node.
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Figure 5-28 Mobile IPv6 Route Optimization Mode

IPv6 Destination Option Header

In Mobile IPv6 route optimization mode, the mobile node sources all packets from its
CoA. This is required to conform with reverse path forwarding (RPF), a technique for pre-
venting IP address spoofing.

TCP sessions, as discussed in the introduction to this chapter, are bound to both source
and destination IP addresses. Under normal circumstances, the TCP layer would break
when the mobile node’s source IP address (CoA) changed, because the correspondent
node’s TCP stack would no longer have an associated flow. The Mobile IPv6 Destination
Options header resolves this problem.

In Mobile IPv6, the Destination Options header is used in packets sent by the mobile
node to notify the correspondent node of its home address. The inclusion of the home
address in this Destination Options header makes the use of the CoA for transport trans-
parent above the network layer.

The correspondent node replaces the IPv6 source address in the IPv6 header with the
home address provided in the Destination Options header. The replacing of the address
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with that recovered from the Options header ensures that the operation of route opti-
mization is masked from the upper layer applications. Figure 5-29 illustrates how a corre-
spondent node uses the home address provided in the Destination Options header.

Next Header = 60 Hdr Extension Length Option Type Option Length
(Destination Header)

Home Address

Figure 5-29 Mobile IPv6 Destination Options Header

IPv6 Type 2 Routing Header

In Mobile IPv6 route optimization mode, the correspondent node uses the mobile node
CoA as the destination for all packets. By ensuring that all packets are sent to the mobile
node’s CoA, ingress filtering devices or devices that require topologically accurate
source/destination address pairs continue to operate normally.

Under normal circumstances, the TCP layer would break when the mobile node changes
point of attachment because the mobile node’s TCP stack would no longer have an asso-
ciated flow. The Mobile IPv6 Type 2 Routing header resolves this problem.

In Mobile IPv6, the Type 2 Routing header is used in packets sent by the correspondent
node to the mobile node. The correspondent node puts the mobile node’s home address
in this header. The mobile node replaces the IPv6 destination address in the IPv6 header
with the home address provided in the Type 2 Routing header. Figure 5-30 illustrates
how a mobile node uses the home address provided in the Type 2 Routing header.
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Figure 5-30 Mobile IPv6 Type 2 Routing Header

Mobile IPv6 Messages and Message Formats

Although it relies heavily on standard IPv6 extensions and protocols, the Mobile IPv6
protocol does define a number of IPv6 header extensions and protocol extensions. The
most notable Mobile IPv6 changes are the inclusion of a Mobility header in IPv6 packets
and the creation of four new ICMPv6 messages.

Mobile IPv6 Mobility Header

The Mobility header is an extension header used by any node participating in the Mobile
IPv6 process. This extension can be added by the home agent, mobile node, or corre-
spondent node (when route optimization mode is used). The Mobility header is used for
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the creation and management of mobility bindings. Figure 5-31 illustrates the structure
of the Mobility header. Table 5-4 provides additional information on the Mobility Header
(MH) type value.

Next Header = 59 RESERVED
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Hdr Extension Length Mobility Header Type

Checksum DATA

Figure 5-31 IPv6 Mobility Header Structure

Table 5-4 MH Type-Value Functions

MH Type MH Message

MH Message Function

0

Binding Refresh Request (BRR) message

This message is sent by the mobile
node to update its binding information
in either the home agent or correspon-
dent node.

Home Test Init (HoTI) message

This message is sent by the correspon-
dent node to the mobile node’s home
address to initiate the return routability
procedure. The HoTI message is routed
through the home agent.

Care-of Test Init (CoTI) message

This message is sent by the correspon-
dent node to the mobile node’s CoA to
initiate the return routability procedure.

Home Test (HoT) message

This message is sent from the mobile
node to the correspondent node in
response to the HoTI message.

Care-of Test (CoT) message

This message is sent from the mobile
node to the correspondent node in
response to the CoTI message.

Binding Update (BU) message

This message is sent by the mobile
node to notify either the home agent or
a correspondent node that it has
changed network point of attachment
and has a new CoA.

Binding Acknowledgment (BA) message

This message is sent either by the home
agent or by a correspondent node to
acknowledge that it has received a BU
message.

continues
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Table 5-4 MH Type-Value Functions (continued)

MH Type MH Message MH Message Function

7 Binding Error (BE) message This message is sent by a correspondent
node to a mobile node indicating a
mobility error; for example, if the
mobile node sends a message to a corre-
spondent node with the Destination
Options header indicating a home
address, but the correspondent node
does not have the CoA in its binding
database.

The BU and BA messages are illustrated in Figure 5-32.
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Network

Binding Update I
= 5

ESI Eg Binding ACK EEI ) ES

/

Mobile Node A P P Correspondent Node
IPv6é Home Address e v
IPv6 CoA Visited Network A Local Network B

Figure 5-32 Mobile IPv6 Binding Procedure

Note To ensure that the mobile node sending the binding update is the same mobile
node that is sending data packets, the rerurn routabiliry procedure is used.

The return routability procedure allows the correspondent node to verify both the CoA
and home address of the mobile node. The correspondent node sends two test messages
using the IPv6 Mobility header (see the section “Mobile IPv6 Messages and Message
Formats,” earlier in this chapter)—one to the CoA and one to the home address, simultane-
ously. The message destined for the CoA is routed directly to the mobile node. The mes-
sage destined for the home address is initially routed through the home agent. Upon suc-
cessful reply by the mobile node to both messages, the correspondent node establishes an
entry in its binding database, and no subsequent verification traffic needs to be sent to the
mobile node. Figure 5-33 illustrates the return routability procedure.
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Figure 5-33 Mobile IPv6 Return Routability Procedure

Mobile IPv6 ICMP Message Types

Mobile IPv6 introduces four new ICMP message types, as summarized in Table 5-5.
These messages are used during dynamic home agent address discovery (see the next sec-
tion), network renumbering, and address configuration on the mobile node.

Table 5-5 MH Type-Value Functions

Message Type MH Message Function

Home Agent Address Discovery Request — This mobile node sends this message to initiate
the home agent dynamic discovery mechanism,
discussed in the next section. The message is sent
to the home agent’s anycast address for its subnet.

Home Agent Address Discovery Reply The home agent sends this message in response to
the Home Agent Address Discovery Request mes-
sage and includes the home agent IP address.

Mobile Prefix Solicitation The mobile node sends this message to the home
agent when in a foreign network. This message
solicits a Mobile Prefix Advertisement.

Mobile Prefix Advertisement The home agent sends this message to the mobile
node in response to a Mobile Prefix Solicitation
message. The message distributes information
about the home link so that the mobile node can
configure and update home addresses.
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Reserved IPv6 Subnet Anycast Addresses RFC 2526 defines the format and set of
“reserved” anycast addresses within each subnet. These addresses allow nodes on the net-

work to access one of many servers all responding to the same request. Unlike a multicast
request, which gets sent to every member of a group, an anycast request gets sent to only

one member of the group, usually the closest (determined through routing topology).

This RFC defines the Mobile IPv6 home agent’s anycast address with the structure illustrat-
ed in Figure 5-34.

Prefix Interface Identifier

1111111111111 Anycast
ID=7E

Figure 5-34 [Pv6 Home Agent’s Anycast Address Structure

Dynamic Home Agent Discovery

Mobile IPv6 provides support for multiple home agents and reconfiguration of the home
network. In these cases, the mobile node might not know the IP address of its own home
agent. When a mobile node needs to send a BU message but is unaware of any home
agent on its home network, the mobile node can attempt to discover the address of a
home agent by sending an ICMP Home Agent Address Discovery message to the IPv6
home agent’s anycast address. Figure 5-35 illustrates a mobile node using the Home
Agent Address Discovery message.
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Figure 5-35 Dynamic Home Agent Address Discovery
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Mobile IPv6 Bootstrapping

A mobile node needs a minimal amount of information to register with a home agent. The
process of obtaining this information—namely, the IPv6 address, a home agent address,
and a security association with the home agent—is known as bootstrapping. RFC 4640
provides guidelines and scenarios where bootstrapping a mobile node in a Mobile IPv6
network is preferable to statically configuring this information. Many protocols have
been proposed to facilitate the bootstrapping process, including Dynamic Host
Configuration Protocol version 6 (DHCPv6), IEEE 802.1x, and Protocol for carrying
Authentication Network Access (PANA). It is important, independent of the bootstrap
protocol, that the bootstrapping process be integrated with the AAA functions.

RADIUS Support for Mobile IPv6

Mobile IPv6 interactions with RADIUS servers have not been fully standardized in the
IETF. The current working draft, defined in draft-ietf-mip6-radius, describes the set of
attributes to facilitate Mobile IPv6 bootstrapping and operations.

Note The draft-ietf-mip6-radius IETF working draft also maintains a list of RADIUS
attributes and Diameter Code Values for use when communicating to the AAA infrastruc-
ture.

The network access gateway in a Mobile IPv6 network functions similarly to how a for-
eign agent can function from an AAA perspective in Mobile IPv4. Two scenarios might
occur:

m  The access network provider is the same as the mobility service provider.

m  The access service provider is different from the mobility service provider.

In the first case, when network access is requested, the network access gateway interacts
with the access service RADIUS server, which acts as a proxy to the mobility service
RADIUS server. The network access gateway retrieves mobile node information through
some already-established protocol, such as PPP, DHCPv6, or Internet Key Exchange ver-
sion 2 (IKEv2). This allows the mobility service RADIUS server to provide the parameters
required for the mobile node to initiate the registration request. Figure 5-36 illustrates
this scenario.

In the second case, Mobile IPv6 bootstrapping is not performed as part of the network
access authentication procedure. A protocol between the mobile node and the home
agent is required to trigger RADIUS interactions. While there is none specifically
defined, this can be Mobile IPv6 or another protocol such as IKEv2. Figure 5-37 illus-
trates this scenario.
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Figure 5-36 Mobile IPv6 Bootstrapping Using Access Authentication
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Figure 5-37 Mobile IPv6 Bootstrapping Without Access Authentication

Mobile Node Identifier Option for MIPv6 RFC 4283 provides a capability similar to
that in Mobile IPv4 that allows the mobile node to identify itself by some other mecha-
nism than home IP address. Identifiers such as the NAL, fully qualified domain name
(FQDN), Mobile Subscriber Number (MSISDN), and International Mobile Station
Identifier (IMSI) are some examples of this identification. The Mobile Node Identifier
header is included after the Mobility header in an IPv6 packet to allow the AAA infrastruc-
ture to authenticate a mobile node, authorize the mobile node for service, allocate a home
agent IP address, and assign a home address.
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RADIUS Attributes

While the network access gateway makes use of a number of existing RADIUS attrib-
utes, including User-Name, Service-Type, NAS-Port-Type, and Calling-Station-ID, a num-
ber of new attributes are also defined for Mobile IPv6, as summarized in Table 5-6.

Table 5-6 MIPv6 RADIUS Artributes

Attribute Definition

MIP6-HA This attribute can be present in either the RADIUS Access Request or
Access Accept packet to denote the home agent IP addresses that the
mobile node can access.

MIP6-HA-FQDN This attribute can be present in either the RADIUS Accept Request or
Access Accept packet to denote the FQDN of the home agent.

MIP6-HL-Prefix This attribute can be present in either the RADIUS Accept Request or
Access Accept packet to denote the home link prefix of the mobile
node.

MIP6-HOA This attribute is present in the Access Accept packet to denote the

home IP address assigned to the mobile node.

MIP6-DNS-MO This attribute is sent by the network access gateway in the Access
Request message to request that the RADIUS server perform a
Dynamic DNS update using the mobile node’s FQDN.

MIP6-Careof-Address The home agent sends this attribute in the Access Request message to
notify the RADIUS server of the CoA received in the MIPv6 Binding
Update message.

Mobility Message Authentication Option Additional RADIUS attributes have been
defined in support of RFC 4285, “Authentication Protocol for Mobile IPv6.” This authenti-
cation protocol defines a new signaling option, the Mobility Message Authentication
Option. This authentication option provides a method of securely transporting informa-
tion in Binding Update and Binding Acknowledgment messages between the mobile node
and home agent.

This confidentiality capability is useful when the mobile node is authenticated for access in
one operator domain and authenticated for mobility in a different operator domain.

The Authentication Protocol for Mobile IPv6 is one option for confidentiality of creden-
tials in the transport network, in addition to an IPsec Security Association (SA) option that
exists in the Mobile IPv6 RFC.
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Diameter Support for Mobile IPv6
Mobile IPv6 interactions with Diameter servers are standardized in IETF RFC 5447, The
same scenarios presented in the section “RADIUS Support for Mobile IPv6,” earlier in
this chapter, are applicable to the Diameter protocol. Similar to the RADIUS attributes
defined for Mobile IPv6, Diameter Attribute-Value Pairs (AVP) have been defined, as
summarized in Table 5-7.

Table 5-7 MIPv6 Diameter AVPs

AVP Definition

MIP6-Agent-Info This AVP contains the necessary information to assign a home
agent to the mobile node. The AVP contains the following values:
m  MIP-Home-Agent-Address
m  MIP-Home-Agent-Host
m  MIP6-Home-Link-Prefix

MIP-Home-Agent-Address This AVP contains the IPv6 or IPv4 address of the Mobile IPv6
home agent.

MIP-Home-Agent-Host This AVP contains the identity of the assigned Mobile IPv6
home agent. The AVP contains the following Diameter base val-
ues:

m  Destination-Realm

m  Destination-Host

The usage of this AVP is identical to the usage of the MIP-
Home-Agent-Address AVP, except this attribute relies on updat-
ed information from DNS rather than a stored IP address.

MIP6-Home-Link-Prefix This AVP contains the Mobile IPv6 home network prefix infor-
mation.

MIP6-DNS-MO This attribute is sent by the network access gateway in the
Access Request message to request that the RADIUS server per-
form a Dynamic DNS update using the mobile node’s FQDN.

MIP6-Careof-Address The home agent sends this attribute in the Access Request mes-
sage to notify the RADIUS server of the CoA received in the
MIPv6 Binding Update message.

Network Mobility Basic Support Protocol

Network Mobility (NEMO), defined in RFC 3963, is an extension of Mobile IPv6 that
enables session continuity for all nodes connected to a mobile network. NEMO intro-
duces the concept of a mobile router, which is a Mobile IPv6 mobile node that can route
traffic between its CoA and a subnet that moves with the router. This allows reachability
to all nodes behind the mobile router, regardless of their support for any mobility proto-
col, as the router changes its point of attachment to the network.

From <www.wowebook.com>



Chapter b5: Network Layer Mobility 135

NEMO works by using the bidirectional tunnel mode of Mobile IPv6 to tunnel all traffic
between the mobile router and the home agent. For nodes that reside on the mobile
router’s network, known as the mobile network, the mobile router acts as the default gate-
way.

The mobile router acts as a mobile node from a home agent perspective, including the
normal BU/BA sequence and Binding Update messages to the home agent. However, the
mobile router can also notify the home agent of the mobile prefix assigned to its subnet
so that the home agent can provide routing functions for that mobile network and ensure
that traffic is sent to the mobile router.

Mobile Network Routing While NEMO relies on the home agent to route all traffic to
the mobile router and the prefixes that reside behind the mobile router, this can also be
accomplished outside the scope of the NEMO protocol. Rather than notifying the home
agent of network prefixes through Mobile IPv6 header options, the mobile router and
home agent can also use standard routing protocols, such as Open Shortest Path First
(OSPF) or Border Gateway Protocol (BGP).

Figure 5-38 illustrates NEMO.
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IPv6 Home Address Local
Network B
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IPv6 Home Address
IPv6 Mobile Prefix
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Figure 5-38 NEMO
Mobile IPv6 in Practice

Mobile IPv6 is well documented in the IETF, but it has yet to reach significant deploy-
ment because the majority of the Internet is still IPv4 based. Mobile IPv6 is standardized
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across numerous mobile standards organizations, including both 3GPP2 and WiMAX
Forum NWG.

The following sections discuss specific implementations of Mobile IPv6 relative to
mobile standards organizations. These sections will examine a Mobile IPv6 example from
WiMAX Forum Network Working Group (NWG) standards.

WiIiMAX Forum NWG Implementation of Mobile IPv6
NWG R1.0 Network Architecture defines the WiMAX network architecture in support
of both Client Mobile IP (CMIP) and Proxy Mobile IP (PMIP) (see Chapter 4, “Data Link
Layer Mobility”). This architecture is depicted in Figure 5-39, and includes the following
network nodes:

B Access router: The access router is the network access gateway in a WiMAX Mobile
IPv6 network. This device serves as the default router for the Mobile IPv6 node.

m  Home agent (HA): The HA provides standards-compliant Mobile IPv6 home agent
functions for mobile node session continuity.

m  AAA server: The AAA server provides authentication and authorization services for
both the Access Service Network Gateway (ASNGW) and HA.

Access

Network Internet

Access
Network

Access Connectivity Connectivity
Services Services Services
Network Network Network

Figure 5-39 WiMAX Nerwork Architecture

To facilitate mobility in a WiMAX network, each ASN is a unique foreign/visited net-
work. The home agent, located in the Connectivity Service Node (CSN), provides Mobile
IPv6 mobility services across all ASNs within an operator domain. The Mobile IPv6 pro-
tocol is carried across the R3 reference point in WiMAX standards.
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On initial connection to the WiMAX network, the mobile node listens for Router
Advertisement messages. Because there is no foreign agent function in a Mobile IPv6 net-
work, the mobile node must acquire bootstrap information from the network infrastruc-
ture. This is done through either DHCPv6 or through the AAA server. The Access Router
can also perform access authentication and retrieve dynamic home agent assignment,
home link assignment, and home address assignment information from the AAA server.

After the bootstrap information, including the home link, the Home Address (HoA), and
home agent address are received, the mobile node issues a Binding Update message to the
home agent. This BU message includes the following information:

B Destination Option Header
®  MN-NAI value
m  MN-AAA Authentication Option

The mobile node also generates a CoA, based on the subnet it received in the Router
Advertisement message.

The home agent triggers an Authentication Request message to the AAA server through
either RADIUS or Diameter based on information received in the BU message.

The AAA server replies with a message indicating the status (Accept/Reject) and the MN-
HA key for subsequent message processing. The HA also performs a replay check to
ensure that the mobile node is not using expired data for authentication and responds
with a Binding Acknowledgment message. This BA message includes the following infor-
mation:

m  Type 2 Routing Header

®  MN-NAI Mobility Option

m  MN-HA Authentication Option

Figure 5-40 illustrates a call flow for a WiMAX Mobile IPv6 session setup.

When a mobile node changes point of attachment in a WiMAX network, the access
router servicing the mobile node can be changed. In this event, the mobile node must lis-
ten for, or solicit, a new Router Advertisement message. This new RA provides subnet
information that the mobile node uses to determine a new CoA.
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Figure 5-40 WiMAX Mobile IPv6 Session Setup
After the CoA has been calculated, the mobile node sends a Binding Update message to
the home agent. During the relocation of the R3 interface from the old access router to

the new access router, a data path tunnel is established between the two access routers to
ensure that no data traffic is lost. Figure 5-41 depicts the call flow for R3 reanchoring.
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Figure 5-41 WiMAX Mobile IPv6 Session Handoff

Figure 5-42 illustrates the end-to-end WiMAX IPv6 protocol stack for both bidirectional
tunnel and route optimization modes.
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Figure 5-42 End-ro-End WiMAX Mobile IPv6 Protocol Stack

Dual-Stack Mobile IP

Mobile IPv4 and Mobile IPv6 provide technologies for mobility for mobile networks
using IPv4 and IPv6 protocols, respectively. These mobility management techniques share
a common name and a common function, namely, providing session continuity for a
mobile node; however, the protocols themselves are indeed separate and noninteropera-
ble.

This does not create a challenge in a network that is built on IPv4 or a network that is
built on IPv6. As networks migrate from IPv4 to IPv6 for either business or technical rea-
sons, a new challenge arises in providing session continuity as a mobile node changes
point of attachment from an IPv4 domain to an IPv6 domain.

Nodes that support both IPv4 and IPv6 protocol stacks are known as dual-stack nodes.
These nodes can establish connectivity through IPv4, through IPv6, or through both
IPv4 and IPv6 simultaneously. With Mobile IPv4, the node can ensure that applications
reliant on IPv4 persist as the node moves from IPv4 subnet to IPv4 subnet. With Mobile
IPv6, the node can ensure that applications reliant on IPv6 persist as the node moves
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from IPv6 subnet to IPv6 subnet. The need to support session persistence as a mobile
node moves from IPv4 subnet to IPv6 subnet, or from IPv6 subnet to IPv4 subnet,
requires either:

B A single mobility management protocol

m Interactions and visibility between Mobile IPv4 and Mobile IPv6 protocols

Dual-stack mobility, a problem discussed in draft RFC draft-ietf-mip6-dsmip-problem,
provides solution requirements for both Mobile IPv4 and Mobile IPv6 so that they can
support mobility management for dual-stack devices. In addition, RFC 5454, “Dual-Stack
Mobile IPv4,” and RFC 5555, “Mobile IPv6 Support for Dual-Stack Hosts and Routers,”
provide extensions and modifications to Mobile IPv4 and Mobile IPv6, respectively, to
allow these protocols to understand and manage mobility across the IPv4 and IPv6
domains.

Mobile IPv4 Extensions to Support IPv6

The extensions to Mobile IPv4 in support of IPv6 allow the mobile node to maintain con-
nectivity using only the Mobile IPv4 protocol while moving in an IPv4 or dual-stack net-
work. These extensions provide separation between the signaling protocol (Mobile IPv4)
and the IP transport network that tunnels it. This allows Mobile IPv4 to establish both
IPv4 and IPv6 tunnels over the IPv4 transport network.

Note Because the signaling protocol is Mobile IPv4, the required mode of operation to
support both IPv4 and IPv6 is reverse tunneling or bidirectional tunneling. The route opti-
mization mode provided by Mobile IPv6 cannot be used, because correspondent nodes in
a Mobile IPv4 network are unaware of the mobility signaling.

The mobile node communicates information about the IPv6 prefixes to the Mobile IPv4
home agent through RRQ/RRP extensions. Three extensions are added to the RRQ/RRP
flows:

m  IPv6 Prefix Request: The mobile node can include one or more of the IPv6 Prefix
Request extensions in an RRQ message. This extensions carries information about
the IPv6 prefixes that the mobile node is using.

m  IPv6 Prefix Reply: The Mobile IPv4 home agent responds to the IPv6 Prefix
Request in the RRQ with an IPv6 Prefix Reply in the RRP. This extension notifies
the mobile node whether the request was accepted or rejected.

m  IPv6 Tunneling Mode: The mobile node includes a single IPv6 Tunneling Mode
extension in an RRQ message. This extension notifies the home agent as to which
tunneling protocol should be used for tunneling IPv6 packets.
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Upon successful registration to a Mobile IPv4 home agent, a dual-stack mobile node can
receive traffic for either its IPv4 home address or IPv6 home address through the mobile
IPv4 tunnel to the home agent. Because the home agent encapsulates this traffic in
Mobile IPv4, the traffic can even traverse a foreign agent (if foreign agent CoA is negoti-
ated). Figure 5-43 illustrates Mobile IPv4 being used to tunnel IPv6 traffic to a mobile
node.
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Figure 5-43 Mobile IPv4 Tunneling IPv6 Packets

Mobile IPv6 Extensions to Support IPv4

The options added to Mobile IPv6 in support of IPv4 allow the mobile node to maintain
connectivity using only the Mobile IPv6 protocol while moving in an IPv4 or dual-stack
network. Like the extensions for Mobile IPv4 RRQ/RRP, these options to the Mobile
IPv6 Binding Update and Acknowledgment headers allow the mobile node to use a single
mobility management protocol (Mobile IPv6) while changing point of attachment.

A dual-stack mobile node updates the home agent with its IPv6 CoA. The home agent
creates a binding cache entry for each home address, IPv4 and IPv6, to this CoA. These
Binding Updates can be sent to the home agent through IPv6, or encapsulated in IPv4,
depending on the network protocol support within the foreign network.

Note Because the signaling protocol is Mobile IPv6, the mobile node can use router opti-
mization mode when communicating through an IPv6 CoA with a node that supports Mobile
IPv6. If the mobile node is located in a foreign network that does not support IPv6, or is
communicating with an IPv4 correspondent node, bidirectional tunneling mode is used.
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The options added to the Binding Update header include the following:

m IPv4 Home Address Option: This option notifies the Mobile IPv6 home agent of
the mobile node’s IPv4 home address. The Mobile IPv6 home agent can also provide
dynamic IPv4 home address assignment for the mobile node.

m IPv4 CoA Option: This option notifies the Mobile IPv6 home agent of the mobile
node’s current IPv4 CoA when the mobile node is located in a network that only

supports IPv4.

The Binding Acknowledgment Header also includes the IPv4 Address Acknowledgment
Option. This option notifies the mobile node that the home agent has created a binding
entry for the mobile node’s IPv4 home address. If the home agent assigned this address
dynamically, it includes this IP address to notify the mobile node. If the mobile node had
specified a home address, the home agent copies the value from the IPv4 Home Address

Option in the Binding Update message.

Figure 5-44 illustrates Mobile IPv4 being used to tunnel IPv6 traffic to a mobile node.
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Figure 5-44 Mobile IPv6 Tunneling IPv4 Packets

MOBIKE Technology Overview

Address Address

The Internet Key Exchange version 2 (IKEv2) Mobility and Multihoming (MOBIKE) pro-
tocol was specified in RFC 4555 as a means of providing two main functions:

m  Mobility: MOBIKE allows a mobile node encrypting traffic through IKEv2 to change
point of attachment while maintaining a Virtual Private Network (VPN) session. At a
high level, the MOBIKE protocol functions similarly to the Mobile IPv4 protocol.
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®  Multihoming: MOBIKE allows a host that has multiple simultaneous points of
attachment to a network to change which interface is forwarding traffic while main-
taining a VPN session. Figure 5-45 illustrates the multihoming scenario.
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Figure 5-45 MOBIKE Multiboming

MOBIKE provides a secure mobility protocol that allows a remote-access worker to work
uninterrupted in the mobile environments such as commuter trains. MOBIKE allows the
remote worker to maintain connectivity to the enterprise intranet while changing points
of attachment on the Internet, without reestablishing security associations (SAs). This is
an important distinction versus traditional IP Security (IPSec) protocol, which built SAs
based on IP address, and therefore suffered from a similar deficiency as standard IP. This
is discussed in more detail later in this chapter.

In recent years, MOBIKE has also been proposed as a mechanism of providing secure
connectivity for mobile hosts or routers that are connected to the mobile network over
untrusted connections. One example, discussed later in this chapter, is the 3GPP
Interworking with Wireless LAN (iWLAN) standards. MOBIKE can also be applied in a
service provider environment for enabling femtocells.

Prior to understanding MOBIKE, however, it is important to understand how IKEv2
works and to see the challenges that mobility presents.

IKEv2 Terminology and Processes

Internet Protocol Security (IPsec) provides security services at the IP layer for other
TCP/IP protocols and applications to use. IPsec provides a suite of protocols for securing
IP communications by authenticating and encrypting each IP packet of a data stream.

Several services are offered by IPsec:

m  Encryption of user data for privacy

m  Authentication of the integrity of a message to ensure that it is not changed en route
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B Protection against certain types of security attacks, such as replay attacks

m  The ability for devices to negotiate the security algorithms and keys required to
meet their security needs

Initially, endpoints must agree on a set of security protocols to use so that each one
sends data in a format the other can understand. They must decide on a specific encryp-
tion algorithm to use in encoding data. They must exchange keys that are used to
decrypt data that has been cryptographically encoded. IPsec uses the Internet Key
Exchange (IKE) protocol for these functions.

IKE is a protocol for providing mutual authentication and security association establish-
ment for IPsec VPNs. IKE has countless deployments and almost as many RFCs. RFC
2407, 2408, and 2409 all provide base IKE protocol definition, and numerous RFCs exist
for supporting Network Address Translation (NAT) traversal, Extensible Authentication
Protocol (EAP), remote address acquisition, and so on.’

IKEv2, standardized in RFC 4306, centralized all IKE functions into a common RFC and
included enhancements to the original IKE protocol for more efficient call setup and
lower latency.

IKEv2 provides a mechanism for mutual authentication between two Internet nodes
andestablishment a Security Association (SA) based on shared secret information and a
set of cryptographic algorithms to ensure data confidentiality. Each SA is a logical, sim-
plex connection that provides the secure data connection between devices.

IKEv2 communications are request/response-based message flows known as exchanges.
An IKE SA is established with two exchanges (four messages)—the IKE_SA INIT and
IKE_AUTH—as described in the sections that follow.

IKEv2 IKE_SA_INIT

The IKE_SA_INIT exchange is used to negotiate cryptographic algorithms; to exchange
pseudorandom numbers, known as nonces, for replay attack prevention; and to establish
a symmetric shared key. This process provides the two nodes with enough information to
securely transport information required for IKE_AUTH exchange.

The node that sends the initial request message is known as the iniriaror. The initiator
sends the initial request with the following information:

m  Security Parameter Index (SPI): The SPI is a random number used to reference the
specific SA.

B SAil: The SAil provides the cryptographic algorithms supported by the initiator.

m  KEi: The KEi provides a random private value used by the SA peer to generate the
shared key for traffic flowing from the initiator to the responder. All messages fol-
lowing the IKE_SA_INIT are encrypted and integrity-protected with this shared key.

®  Ni: The Ni provides the initiator’s nonce value. This nonce is used as part of replay
protection.
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The node that responds to the initial request is known as the responder. The responder
sends the response with the following information:

m  Security Parameter Index (SPI): The SPI is a random number used to reference the
specific SA.

m  SArl: The SArl provides the cryptographic algorithm that will be used for all com-
munication. The responder selects this algorithm from the list presented by the ini-
tiator.

m  KEr: The KEr provides a random private value used by the SA peer to generate the
shared key for traffic flowing from the responder to the initiator. Because the SA is a
simplex connection, this shared key can be different than the one generated for the
initiator-to-responder direction.

®  Nr: The Nr provides the responder’s nonce value. This nonce is used as part of replay
protection.

Following this exchange, both the initiator and responder have sufficient information to
generate a secret shared key, known as an SKEYSEED. Individual keys are then generated
from this shared key to determine a unique encryption key and integrity protection key.
These keys are used to ensure that all subsequent communication is confidential.

IKEv2 IKE_AUTH

The IKE_AUTH exchange is used to authenticate messages between the two peers,
exchange identity information, exchange certificates, and establish the SA.

The IKE_AUTH exchange when the initiator sends an encrypted message to the respon-
der includes:

m  SPIL: The SPI is a random number used to reference the specific SA.
m  IDi: The IDi provides the initiator’s identity information.

m  Certificates: The certificate provides validation of identity. This validation is provid-
ed by a third-party, trusted validation server.

m  IDr: If the responder has multiple identities all hosted by the same IP address, the
initiator can send the IDr value to indicate which identity it is attempting to commu-
nicate with.

B SAi2: The SAi2 value contains SA offers from the initiator to the responder.
m  TSi: The TSi value contains the traffic selector of the initiator.

B TSr: The TSr value contains the traffic selector of the responder.

In this message, the initial payload attributes—namely, the SPI, IDi, Certificates, and
IDr—are used to establish identity, while the remaining attributes (SAi2, TSi, and TSr) are
used to establish the SA.
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When the responder receives this request, it validates the information by verifying signa-
tures, comparing computed MAC values, and validating the names used in the ID pay-
load. The responder then issues a response message with the following information:

SPI: The SPI is a random number used to reference the specific SA.

IDr: The IDr provides the responder’s identity information.

Certificates: The certificate provides validation of identity. This validation is provid-

ed by a third-party, trusted validation server.

SAr2: The SAr2 value contains an accepted SA offer.

TSi: The TSi value contains the traffic selector of the initiator.

TSr: The TSr value contains the traffic selector of the responder.

Upon conclusion of the IKE_AUTH phase, the two nodes communicate over a secure
tunnel. This secure IP tunnel provides data confidentiality for the duration of communi-
cations. Figure 5-46 illustrates the IPsec setup and data call flow.
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Figure 5-46 IPsec Setup and Call Flow
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IPsec/IKEv2 Mobility Limitations As Figure 5-46 illustrates, the IKE authentication
and security association information used to build the IPsec tunnel is bound to the IP
addresses of the IPsec endpoints. The IPsec tunnel is established based on the IP address in
the header of the IKEv2 message requesting the IPsec SA. While the tunnel determines
both source and destination endpoints, [Psec transport still relies on the hierarchical struc-
ture of the Internet for routing, and relies on the IP address to determine both the node
identity and the node location. When a mobile node changes point of attachment and
receives a new IP address, IPsec cannot continue normally, and rekeying of the IKE SA
must occur. In some instances, rekeying is effective. However, in the majority of instances,
rekeying the process is either too lengthy to ensure session continuity or requires manual
intervention (such as a password).

IKEv2 Message Formats
The IKEv2 protocol uses UDP for transport. The IKEv2 packet is structured as follows:
m  IKEv2 header (HDR): The IKEv2 header includes the initiator’s and responder’s SPI

value, version (IKE version 2), exchange type (see Table 5-8), and a message ID (for
resending lost messages). Figure 5-47 illustrates the IKEv2 HDR format.

IKE_SA Initiator’s SPI

IKE_SA Responder’s SPI

Next Payload Major Version Minor Version Exchange Type Flags

Message ID

Length

Figure 5-47 [KEv2 HDR Format

Table 5-8 IKEv2 Exchange Type Values

Exchange Type Value
Reserved 0-33
IKE SA INIT 34
IKE_AUTH 35
CREATE CHILD SA 36
INFORMATIONAL 37
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Exchange Type Value
Reserved to JANA 38-239
Reserved for private use 240-255

m  IKEv2 payload: One or more payloads can be included in an IKEv2 packet. Each
payload is identified by the Next Payload field in the preceding payload. Figure 5-48
illustrates a generic payload header. Table 5-9 describes the Next Payload Type field.

Next Payload Critical RESERVED Payload Length
Figure 5-48 Generic Payload Header
Table 5-9 Next Payload Type
Payload Type Value
Reserved 1-32
Security Association (SA) 33
Key Exchange (KE) 34
Identification Initiator (IDi) 35
Identification Responder (IDr) 36
Certificate (CERT) 37
Certification Request (CERTREQ) 38
Authentication (AUTH) 39
Nonce (Ni, Nr) 40
Notify (N) 41
Delete 42
Vendor ID (V) 43
Traffic Selector — Initiator (TSi) 44
Traffic Selector — Responder (TSr) 45

continues
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Table 5-9 Nexr Payload Type (continued)

Payload Type Value
Encrypted (E) 46
Configuration (CP) 47

Extensible Authentication Protocol (EAP) 48

Reserved to IANA 49-127

Reserved for private use 128-255

MOBIKE Protocol

The MOBIKE protocol solves the mobility problem inherent in IKEv2 by decoupling the
SA from the interface IP address. This allows the end node to move between two IP
points of attachment, such as an office Ethernet and Wi-Fi network, and still continue the
existing VPN session without rekeying. The MOBIKE protocol provides the following
capability extensions to IKEv2®:

m  Informs the other peer about all available addresses, known as the peer address set
(multihoming)

m  Determines the preferred address from the peer address set and notifies the peer to
use the preferred address

m  Ensures path connectivity and detects outages
m  Notifies the other peer of address changes (mobility)
m  Notifies the other peer of changes in the available address set (multihoming)

m  Provides NAT traversal functions

To ensure that mobility is transparent to upper layers, MOBIKE only changes the outside
tunnel address of the IKE SA. Figure 5-49 illustrates a mobile node moving between two
points of attachment while maintaining a VPN session.

MOBIKE allows either end of the secure tunnel to have multiple IP addresses, creating
M*N possible IP address to IP address combinations. The IKE initiator is responsible for
determining which address pair is used for communication. In the case of mobile, espe-
cially, the initiator is in a better position to understand interface capabilities and limita-
tions.
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Figure 5-49 Maintaining VPN Session with MOBIKE

MOBIKE Call Flows

The MOBIKE call flow is similar to standard IKEv2 call flows. The IKE INIT exchange is
identical to the IKEv2 call flow; however, the IKE_AUTH exchange allows both nodes to
notify the other peer that MOBIKE is supported. Either node can also include additional
IP addresses with which it is associated. When the IPsec tunnel is established, the IPsec
SA is based on the IP address in the IKE _SA instead of the IP header in the IKEv2 mes-
sage requesting the IPsec SA. This is a key change versus the IKEv2 protocol, and it pro-
vides the separation between the SA identity and the node’s location (IP address).

During data communication, MOBIKE messages notify the peer of a change in IP
address. MOBIKE uses the INFORMATIONAL message to communicate the new IP
address. Both the INFORMATIONAL message and all subsequent messages are sent
using the new IP address. These subsequent messages are marked with an “update pend-
ing” flag until the INFORMATIONAL request is acknowledged.

Figure 5-50 illustrates this MOBIKE call flow.
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Figure 5-50 MOBIKE Call Flow

Connectivity Discovery

To ensure connectivity, the MOBIKE protocol relies on the IKEv2 Dead Peer Detection
(DPD) mechanism. IKEv2 DPD relies on retransmit timers and windows to determine
whether the IKE SA peer is no longer responding to requests. This allows the peers to
determine whether the path has stopped working. MOBIKE also uses the DPD to ensure
that the peer is synchronized on which address to communicate with.

While the IKEv2 DPD provides information on the existing SA between peer addresses,
it does not provide insight into other available peer addresses. MOBIKE peers can use
IKEv2 INFORMATIONAL message exchanges to determine whether another path works.
These exchanges can be done after a failure is detected or during normal conditions.
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Network Address Translation (NAT) Traversal

NAT traversal is a core function of MOBIKE. MOBIKE uses the NAT traversal functions
of IKEv2; however, there are still limitations of the MOBIKE protocol when NAT devices
are in the data path.

NAT detection payloads are used in MOBIKE exchanges to determine whether the
address in the IP header was modified along the path. This allows both peers to learn
whether there is a NAT device between the initiator and responder, and which side of the
NAT device each peer is on. Figures 5-51 and 5-52 illustrate the two sides of a NAT
device and the two scenarios that are possible.

Figure 5-51 illustrates a scenario where the mobile node, or the initiator, is located on the
inside interface of the NAT device, and the MOBIKE gateway, or the responder, is locat-
ed on the outside interface of the NAT device.

Local Area
Network A Network
MOBIKE
Node A Gateway
(nitiator) | B NAF (Responder) X
|:I &5 &5 &5 @I Internet (== &5
Sasay/
——— ——
= I I Corporate
Local IP 10.1.1.1 &5 Server
VPN IP 192.168.1.50 192.168.1.5

172.16.1.100 192.168.1.1

NAT Performed on Source Address

Outside Inside

NAT Performed on Destination Address

Figure 5-51 MOBIKE NAT Scenario 1

When a peer changes IP point of attachment, it sends an INFORMATIONAL message to
the other peer, notifying it of the address change. With most NAT devices requiring that
traffic is always initiated from the inside interface, these messages will get dropped by
the NAT device and never reach the initiator. For this reason, MOBIKE does not support
the responder changing IP point of attachment in this scenario.

Figure 5-52 illustrates an alternative scenario where the MOBIKE gateway, or the respon-
der, is located on the inside interface of the NAT device, and the mobile node, or the ini-
tiator, is located on the outside interface of the NAT device.

Because scenarios where the mobile node, or initiator, are changing IP point of attach-
ment are more common than cases where the MOBIKE gateway is moving, this scenario
is unsupported from a MOBIKE perspective. MOBIKE peers, however, will still attempt
to send INFORMATIONAL message to notify of address changes, and depending on the
implementation of the NAT device, these messages can reach the SA peer.
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Figure 5-52 MOBIKE NAT Scenario 2

Authentication and Accounting

MOBIKE authentication and accounting is based on the Extensible Authentication
Protocol (EAP) support inherent in IKEv2. EAP, defined in RFC 5247, provides a universal
authentication framework. Rather than providing a specific authentication method, the
EAP framework was designed to support both current and future authentication meth-
ods.

As discussed in Chapter 3, “Nomadicity,” the three main components of the EAP frame-
work are as follows:

m  EAP Peer: The EAP Peer is any device that is attempting to access the network. The
EAP Peer has a supplicant that allows EAP to run over a specific transport layer pro-
tocol. This transport layer protocol can be IPsec, PPP, 802.1X, or various other pro-
tocols. In MOBIKE, the initiator, or mobile node, is the EAP peer.

m  EAP Authenticator: The EAP Authenticator is the access gateway that requires
authentication prior to granting access. In MOBIKE, the EAP Authenticator is the
responder, or MOBIKE gateway.

m  Authentication Server: The Authentication Server invokes a particular EAP method
for authentication, validates EAP credentials, and grants access to the network. In
MOBIKE, the Authentication Server is the AAA server.

Logically, EAP authentication and connectivity are between the EAP Peer and
Authentication Server. The EAP Authenticator has no specific EAP function other than to
proxy EAP messages between these two points. In fact, the authentication-specific infor-
mation transported in the EAP messages is encrypted, so the EAP Authenticator has a
very limited role in EAP authentication. Figure 5-53 depicts the end-to-end relationship
among the EAP Peer, EAP Authenticator, and Authentication Server.
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Figure 5-53 EAP Message Communication

During MOBIKE setup, the EAP exchange occurs as part of the IKE_AUTH exchanges,
and it must be completed prior to establishing the IKE SA. The MOBIKE gateway
removes extensible authentication information from the EAP header and inserts it direct-
ly into a AAA Request (RADIUS or Diameter). The AAA server processes this informa-
tion and authenticates the initiator. The MOBIKE gateway then responds to the

IKE AUTH exchange with an EAP success message. Figure 5-54 illustrates this message
sequence.

After the initiator is authenticated, the IPsec SA can be established and bearer flows
begin.

MOBIKE in Practice

MOBIKE is well documented in the IETF, but it has limited deployments in either an
enterprise scenario or service provider scenario. Some mobile Standards Development
Orgnizations (SDOs), such as 3" Generation Partnership Project 2 (3GPP2), have chosen
to implement Mobile IP (MIPv4 or MIPv6) in lieu of MOBIKE. These implementation
decisions are based on a number of reasons, including the following:

B MOBIKE is more complex to implement than Mobile IP.

B Because MOBIKE uses encryption, MOBIKE headers are larger than Mobile IP
headers.

B MOBIKE processing is “costly” in terms of power consumption, battery drain, and
CPU utilization. Until recently, many mobile devices did not have the capabilities to
encrypt/decrypt IKE.

B MOBIKE encryption has largely proved unnecessary because mobile networks
implement airlink encryption and utilize dedicated backhaul circuits.
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Figure 5-54 EAP-IKEv2 Authentication Sequence

The following section discusses specific implementations of MOBIKE relative to mobile
standards organizations. This section will examine a MOBIKE example from 3rd
Generation Partnership Project (3GPP) standards, in which MOBIKE is used for dual-
mode voice services over Wi-Fi.

Security Architecture for Non-3GPP Access to Evolved Packet System (EPS)

Long Term Evolution (LTE) standards define 3GPP’s fourth-generation (4G) high-speed
packet data network. The LTE network involves the evolution of both the radio infra-
structure and the mobile packet core to support scalable delivery of multiple megabits
per second of service. The radio infrastructure evolution is known as the evolved UMTS
Terrestrial Radio Access Network (eUTRAN), and the packet core evolution is known as
the Evolved Packet Core (EPC). The total system evolution is known as the Evolved
Packet System (EPS).

To facilitate access to the network and provide an offload mechanism for the eUTRAN,
EPS also supports access to the network through non-3GPP radio networks, such as Wi-
Fi networks. These networks are untrusted and therefore require that the mobile node’s
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bearer traffic be delivered in a secure fashion. The security architecture for this non-3GPP
access to EPS is documented in 3GPP TS 33.402. Figure 5-55 illustrates this security
architecture.
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Figure 5-55 3GPP Untrusted Access Architecture

The architecture defines an enhanced Packet Data Gateway (ePDG) that resides between
the untrusted access network and the EPC. This ePDG provides confidentiality of the
mobile node identity and encryption of data flows when the mobile node is sending traf-
fic from within the untrusted network. These functions are provided through IKEv2, with
MOBIKE signaling used for mobility purposes.

Authentication of the mobile node is done through the EAP extensions to IKEv2 using
Extensible Authentication Protocol-Authentication and Key Agreement (EAP-AKA).
EAP-AKA, defined in RFC 4187, was developed as a secure authentication mechanism
through Universal Subscriber Identity Module (USIM) for 3GPP devices connected to an
IP network, such as Wi-Fi. EAP-AKA provides the same mutual-authentication capabili-
ties as standard SIM authentication. Figure 5-56 depicts the EAP-AKA authentication
mechanism with the AAA server.
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Figure 5-56 FEAP-AKA

During mobile node authentication, the International Mobile Subscriber Identity (IMSI)
is carried in the IDi payload, and the mobile Access Point Name (APN) is carried in the
IDr payload. The ePDG initiates a AAA request and inserts the EAP message so that the
AAA server can provide authentication and authorization services for the mobile node.
Figure 5-57 illustrates the authentication flow.

When the mobile node changes point of attachment between two non-3GPP access net-
works, INFORMATIONAL exchanges through MOBIKE are used to notify the ePDG of
the new address.
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Figure 5-57 Mobile Node Authentication in a Non-3GPP Nerwork

Summary

This chapter provided an overview of a number of network layer solutions for ensuring
seamless mobility and session continuity. Mobile standards organizations have historical-
ly solved macro-mobility and interaccess mobility through these Layer 3 mechanisms. All
these solutions are common in their approach to disassociate the IP address of the mobile
node from the identity of the mobile node, and instead use the IP address only as a loca-

tor.

With capabilities to deliver network layer mobility solutions over IPv4 transport net-
works, IPv6 transport networks, and across domains, these technologies provide solu-
tions for today, tomorrow, and the transition between.
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Chapter 6

Transport/Session Layer

Mobility

The TCP/IP transport layer sits above the network layer and is responsible for providing
data transport between two end users. While the Open Systems Interconnection (OSI)
model defines five classes of transport protocols depending on capabilities', the two
most common transport protocols are Transmission Control Protocol (TCP), documented
in RFC 793, and User Datagram Protocol (UDP), documented in RFC 768.

As discussed in Chapter 5, “Network Layer Mobility,” when a mobile node changes point
of attachment, the disassociation of the node’s current IP address to that being used by a
connection-oriented transport layer protocol for existing connections causes the connec-
tion to break. While this is not intended, the protocol is acting properly in tearing down
the session. As a refresher, Figure 6-1 illustrates this case.

Transport layer mobility provides inherent benefits above and beyond those provided by
lower-layer mobility protocols. These benefits include the following:

®  Inherent route optimization: Lower-layer mobility protocols rely on tunnels for
mobility, which, by nature, obscure the mobile node’s changing point of attachment
by presenting a single, persistent IP address to all corresponding nodes. A transport
layer mobility approach avoids the triangular routing that occurs from handling
mobility at lower layers.

m Inherent traversal of security elements: Lower-layer protocols, such as Mobile IP,
can use topologically incorrect source IP addresses on the mobile node for transmis-
sion. This leads to many security elements, such as firewalls, impeding data trans-
mission. A transport layer mobility approach always uses topologically correct
source IP addresses and therefore does not suffer from the same problems with
security mechanisms.
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Figure 6-1  Transport Layer Mobility Problem

m  Ability to pause transmissions during temporary disconnection: When changing
point of attachment, the mobile node can temporarily be unreachable while lower-
layer protocols reconnect the node to the new network. Because the transport layer
is aware of the mobility-induced disconnection, existing transmissions might be
paused until reachability is reestablished.

m  Ability to apply unique mobility optimization mechanisms to different flows from
the same mobile node: For a single end user, transport layer mechanisms can apply
unique policies, or optimization mechanisms, based on 5-tuple information, at any
point within the path from source to destination.

Lower-Layer Mobility Implications to the Transport
Layer
TCP, in particular, is relevant when discussing mobility, because the protocol is connec-
tion oriented and therefore maintains flow-level information about the connection,

including source and destination IP address, source and destination port number, and
protocol number.
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Although TCP has limited support for congestion control, TCP assumes that the end-to-
end path between two end nodes remains stable. These congestion control algorithms are
slow to adapt to new path characteristics, creating inefficiencies at the transport layer
when the path characteristic changes are significant.

In cases where lower-layer mobility protocols mask mobility from the transport layer,
nodes changing point of attachment can create abrupt changes in available bandwidth,
packet loss, or path latency. Because the transport layer provides congestion control
mechanisms for the Internet, transparently changing point of attachment and network
connection type is problematic for proper quality controls. As mobile nodes become the
standard, rather than the exception, rapidly changing path conditions will become more
common. Figure 6-2 illustrates the impact to the transport layer congestion control
mechanisms due to path changes.

Path A

Foreign Agent . .
192.168.1.254 x x
.\,’«‘ = .,i

L]
Mobile Node A Visited N A
H; Addi 10.1.1.1 isited Networl I I . I .
CCoh 192.168.1.20 192.168.1.0/24 / B X

5 5 L A & &5
I . I Correspondent
Node
Foreign Agent . . &5
192'16}‘1’254 x == x e Internet Local Network B
Mobile Node A .
Home Address 10.1.1.1  Visited Network B
CoA 192.168.2.20 192.168.2.0/24
Path B

Figure 6-2 Transport Layer Congestion Control Impact Due to Path Change

In Figure 6-2, the mobile node is initially located on Network A with a Care-of Address
(CoA) of 192.168.1.20. When a TCP connection is established between the mobile node
and a correspondent node, all packets follow Path A. However, when the mobile node
changes point of attachment into Network B, a forwarding disruption occurs for packets
that are in transit, and Network A cannot deliver packets to the mobile node. This packet
loss associated with handoff can trigger TCP backoff algorithms or other congestion
control mechanisms, which, given that Network B might not be experiencing any conges-
tion, is costly from a retransmission perspective.
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Many techniques have been proposed to resolve TCP’s performance over wireless net-

works, including the following:

m  Link layer performance improvements that allow establishment of link layer connec-
tivity to occur rapidly, link layer retransmit techniques that hide the transmit delay
from TCP, and IP multicast solutions. Figure 6-3 depicts a redirected packet stream
between foreign agents during handover. This technique creates an additional layer of
uncertainty because of temporary path modification.
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D . /i ’\/Ai
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e
Mobile Node A E Visited N A
Home Address 10.1.1.1 | ¢ Visited Networl - - - -
CCoA 192.168.1.20 £ 1921681024 X X N ) L
& & & 9 Ty S
g
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P x x Node
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=t - Internet Local Network B
] 5
Foreign Agent - .
192.168.1 .254
Mobile Node A .
Home Address 10.1.1.1 Visited Network B
CoA 192.168.2.20 192.168.2.0/24
Path B

Figure 6-3  Parh Redirect During Handover

Note The Third Generation Partnership Project 2 (3GPP2) standards organization stan-
dardized this “horizontal tunnel” model for Evolution-Data Optimized (EV-DO) networks.
The interface, called the PDSN-PDSN, or P-P, interface, provided a point-to-point (PPP)
tunnel between two PDSNs involved in an intra-PDSN handoff.

m  Cross-layer enhancements that allow TCP to receive information from lower layers,
such as Connectivity Change Indications (CCI)* or Explicit Bad State Notification
(EBSN)’, or relying on signaling from existing lower-layer messages, such as Internet
Control Message Protocol (ICMP), for informing the sender about wireless failures®.
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Solving Mobility Above the Network Layer

Transport layer approaches to mobility are not entirely contained in the transport layer of
the OSI stack. While the transport layer handles session persistence, location manage-
ment functions are handled separately. Solving mobility above the network layer requires
that the underlying layers perform their normal functions, including detecting new net-
works, building link layer connectivity, and obtaining network-relevant IP addresses. This
might create potential problems, because Dynamic Domain Name System (DNS) and
other location management approaches take significant time to update globally and con-
verge to a mobile node’s new IP address. By the time this update occurs, the mobile node
might be changing point of attachment again!

The functions required to support mobility at either the transport layer or session layer
are largely grouped into three key functions:

B Reconfiguration of the host for its new network: Protocols discussed in Chapter 1,
“Introduction to “Mobility”,” such as Dynamic Host Configuration Protocol
(DHCP), IP auto-configuration, and router discovery mechanisms, are widely

deployed techniques for accomplishing this function.

m  Ensuring reachability for new connections: Protocols discussed in Chapter 2,

“Internet “Sessions”,” such as Dynamic DNS, provide sufficient capabilities for this
function.

m  Updating existing connections and rebinding these connections to the new IP
address: Numerous protocols can provide this function.

This chapter will look at three techniques designed to solve the third function at the
transport layer:

m  Stream Control Transmission Protocol (SCTP): Provides a replacement for TCP,
natively supports multiple addresses per host, and allows the addition or deletion of
addresses from an existing association. This chapter will also discuss two propos-
als—cellular SCTP and mobile SCTP—designed to provide optimized handover.

m  Multipath TCP (MPTCP): Provides extensions to the original TCP to support many
of the functions defined by SCTP, without replacing TCP on the millions of end
nodes already deployed.

B MSOCKS: Provides an architecture for transport layer mobility, a research project
conducted by IBM and Carnegie Mellon University. MSOCKS relies on a proxy to
provide seamless mobility of the mobile node.

In addition, this chapter also looks at two techniques to solve mobility at the session
layer—the Migrate Internet Project and Session Layer Mobility (SLM). These techniques
use the often-overlooked session layer to provide the same functions as transport layer
mobility without modification or replacement of the transport layer protocol. This is
especially interesting because most modern Internet applications do not typically use the
session layer.
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SCTP

The Stream Control Transmission Protocol (SCTP) was approved for standardization as
IETF RFC 2960, later updated in RFC 4960. Originally designed as a specialized trans-
port protocol in voice-signaling networks by the Signaling Transport (SIGTRAN) working
group, SCTP provides a general-purpose transport layer protocol that can be used in lieu
of either TCP or UDP. Any application that runs over TCP can also run on SCTP with no
functionality loss.

In many ways, SCTP is similar to TCP and provides the following transport services:
m  Point-to-point connections

m  Connection-oriented services

m  Reliable delivery

m  Congestion control mechanism

m  Packet loss recovery

®  Rate adaptation

However, for all the similarities, SCTP is also significantly different than TCP®. Functions
such as partial multistreaming and multihoming are key differentiators.

Multistreaming allows SCTP to treat each stream within a flow between two nodes inde-
pendently.

Multihoming allows SCTP to provide resilience and mobility by allowing a “session” to
persist across multiple IP addresses. These addresses can be communicated at session
instantiation or through session updates. The IP addresses can be IPv4, IPv6, or a combi-
nation of IPv4 and IPv6. The following sections will provide detailed workings of SCTP
and extensions to the native SCTP to support mobility.

Figure 6-4 illustrates the data flows between clients using SCTP.

Stream Client < > Stream Client
Non-Sequenced Data Flow

Stream Client < > Stream Client
Sequenced Data Flow

Stream Client <:> Stream Client n

Sequenced Data Flow

SCTP SCTP
Protocol Protocol
Reliable Delivery, Congestion Control,

P Packet Loss Recovery, Rate Adaptation P

Protocol Protocol
\Z Packet Delivery \/

Figure 6-4 SCTP
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SCTP Functional Overview

SCTP defines all necessary functions to establish communication, transmit data, and tear
down communication. Rather than using terminology such as session or connection,
which connote a communications path between two end IP addresses, SCTP creates
associations that represent a logical communications path between two end nodes over
multiple source or destination IP addresses. An association is defined as a set of IP
addresses on each node (source and destination) and a port on each node. Any IP address
can be used for either the source or destination IP address of data packets linked to this
association. Figure 6-5 illustrates an SCTP association.

SCTP Node 1 SCTP Node 2
Messages
SCTP User Application SCTP User Application
SCTP Transport HSCTP Association SCTP Transport
IP Network IP Network
Network Transport

(1 or more IP Addresses)

Figure 6-5 SCTP Association

The packets exchanged over the SCTP association are known as chunks. These chunks
are used for both bearer and control functions. Figure 6-6 illustrates the SCTP functional

architecture.
Sequenced Delivery
Within Streams
User Data Fragmentation
. Acknowledgment
Association h .
Startup and Congestion Avoidance
and
Teardown Chunk Bundling
Packet Validation
Path Management

Figure 6-6 SCTP Functional Architecture
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SCTP States

SCTP transitions through three states during the lifetime of an association. These states
are initiation, data transfer, and shutdown. The sections that follow describe the SCTP
states in greater detail.

Initiation
While TCP relies on a three-way handshake for session setup, SCTP uses a four-message

sequence to build an association. By using a four-way handshake, SCTP avoids the com-
mon denial of service (DoS) attack known as SYN flooding.

Note A SYN flooding attack occurs when an attacker generates false TCP setup mes-
sages to a destination node. In TCP’s three-way handshake mechanism, the receiver of the
initial message, termed a SYN, is required to save state information and allocate resources,
such as memory, for a Transmission Control Block (TCB), prior to sending a response,
termed a SYN-ACK. Because the attacker has no capability to establish a session, it does
not respond to this SYN-ACK message, and eventually the receiver will remove the associ-
ated TCB. However, if the attacker sends SYN messages at a rapid enough rate, the TCP
server can consume all available resources responding to these false TCP setup messages.
In such an overload scenario, the TCP server is unable to process legitimate TCP requests.

Figure 6-7 illustrates the four-message sequence compared to the TCP three-message
sequence.

The receiver of the initial contact message, termed an INIT chunk, does not need to save
any state information or allocate any resources. Instead it sends back its response mes-
sage, an INIT-ACK chunk. Inside both the INIT and INIT-ACK chunk are a number of
parameters used in the setup of the initial state:

m  Alist of all IP addresses that will be a part of this association

B An initial transmission sequence number (TSN) that will be used to reliably transfer
data

B An initiation tag that must be included on every inbound SCTP packet
m  The number of outbound streams that each side is requesting

B The number of inbound streams that each side is capable of supporting

Rather than consuming resources by building a Transmission Control Block (TCB) from
the INIT sequence, the receiver builds a state cookie. The state cookie holds all the infor-
mation needed by the sender of the INIT-ACK to construct its state. This state cookie is
transmitted to the sender in the INIT-ACK chunk.
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Client Server Client Server
_
SYN INIT
— —————
SYN-ACK INIT-ACK
— —_—
ACK COOKIE-ECHO

-—
COOKIE-ACK

Conversation Conversation

TCP SCTP

Figure 6-7 SCTP and TCP Initiation Comparison

In response to the INIT-ACK, the sender echoes the state cookie in a COOKIE-ECHO
chunk, allowing the SCTP receiver to fully construct its state. In response to the COOK-
IE-ECHO, a COOKIE-ACK message is sent that acknowledges that setup is complete.

Both chunks in the COOKIE sequence can also include data traffic, because these mes-
sages are sent after the association has been validated.

Data Transfer

TCP, unlike SCTP, relies on a single function (a sequence number) to provide perfect
sequence preservation to the communicating node’s transport layer. Network congestion
or packet loss, however, might result in retransmission or reordering of out-of-sequence
messages, either in a network node or host node. This delays the presentation of the
response until proper sequencing is restored. Figure 6-8 illustrates this strict sequencing
approach, denoted by the ACK value being replicated as the SYN value in a subsequent
packet.

Perfect sequence preservation is not always necessary, especially for Internet sessions.
While the goal is to deliver all, or virtually all, packets in a response to the requesting
node, it is possible to display parts of the response while waiting for the remainder to
arrive. This enables applications that rely on SCTP to achieve better perceived perform-
ance, because the end user might consume portions of information (web-page text, for
example) while the remainder of the requested information arrives (web-page images, per-
haps).
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Client Server
Listen
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SYN Seq=m
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ESTAB

Conversation

Figure 6-8 TCP Strict Sequencing

SCTP differentiates between ordered delivery and reliable delivery, relying on two inde-
pendent functions to provide transmission and delivery functions. SCTP, instead, uses
two sequence numbers:

B Transmission sequence number (TSN) in the SCTP header ensures reliable delivery to
the communicating node’s transport layer. The TSN provides the transmission of
packets and detection of packet loss.

m  Stream sequence number (SSN) in the SCTP packet provides per-packet sequencing
to the communicating node’s application layer. The SSN determines the sequence of
data delivery and prioritization of buffer usage.

Data transfer in SCTP resembles TCP in many ways, including Selective
Acknowledgments (SACK) and flow and congestion control algorithms. Two windows are
used—the advertised receive window, which indicates the receiver’s buffer occupancy;,
and the per-path congestion window, which is used to manage packets along the transmis-
sion path.

Multistreaming

Multistreaming enables SCTP to provide partial reordering or resequencing of a particu-
lar flow, or stream, within the SCTP “session.” This allows SCTP to prioritize specific
streams, such as VoIP, within a single session between two nodes, thereby eliminating
latency issues that might arise because of buffer availability on either the transmitting or
receiving node. Figure 6-9 illustrates how multistreaming provides more robust conges-
tion control mechanisms.
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Figure 6-9 SCTP Multistreaming

Multihoming

Multihoming is perhaps the most recognizable feature of SCTP. Figure 6-10 illustrates
SCTP multihoming from a high-level perspective.

Client Server

SCTP Association

IP1 p) L

I JiE

IP2 N /
{ r

N~/

Figure 6-10 SCTP Multiboming (High-Level)

Multihoming enables SCTP to provide transport resiliency to failed interfaces on the
host nodes, contingent upon the IP addresses in the association being reachable through
mutually exclusive paths through the network. These addresses can be communicated at
session instantiation or through session updates. (See the section “Dynamic Address
Reconfiguration,” later in this chapter.) The IP addresses can be IPv4, IPv6, or a combina-
tion of IPv4 and IPv6. Figure 6-11 illustrates a detailed view of how multihoming works.
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Figure 6-11 SCTP Multiboming (Detailed View)

Path Selection

SCTP selects a single IP address and uses this as the primary address. During normal
transmission, all data chunks are sent to this primary address. If packet loss occurs, the
sending node retransmits the DATA chunks using one of the alternate addresses. This
improves the probability of the DATA chunk arriving at the remote node. If SCTP detects
continued failures to the primary address, all DATA chunks are sent to an alternate
address until reachability of the primary can be reestablished.

This reachability is established using heartbeat chunks, which are sent periodically to all
idle IP addresses within an association. If no acknowledgment (ACK) is received, the par-
ticular IP address is marked inactive. Heartbeat chunks are periodically sent to inactive IP
addresses to determine whether that IP address has been restored. Figure 6-12 illustrates
the SCTP heartbeat mechanism.

Client Server

SCTP Association

l |
[ Primary Path h
\ Heartbeat 7‘ P
K Heartbeat f
V‘\/\_/

Figure 6-12 SCTP Heartbeat Mechanism
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Shutdown

Graceful shutdown of the SCTP association is done after both nodes in an association
have confirmation that the other node received all DATA chunks. TCP uses a half-open
procedure, in which only one side of the TCP session acknowledges that the session has
been shut down. SCTP uses a graceful shutdown procedure in which both sides of the
SCTP association acknowledge that the association has been shut down. Figure 6-13
illustrates the TCP and SCTP shutdown procedures.

Client Server Client Server
Conversation
Conversation
SHUTDOWN
-]
FIN SHUTDOWN-ACK
>
ACK SHUTDOWN COMPLETION
TCP SCTP

Figure 6-13 TCP and SCTP Shutdown Procedures

Note In error conditions, shutdown might also be done in a nongraceful, abrupt manner.
This is known as an abort procedure.

SCTP Messages

There are two types of SCTP messages—control and DATA chunks. SCTP allows
bundling of these messages into a single message. This improves both transport efficien-
cy and end-node processing of SCTP messages. Bundling is controlled by the application
to ensure that retransmission of DATA chunks occurs in error cases.

Message Format

The SCTP message contains a common header followed by one or more variable-length
data structures (chunks). Figure 6-14 depicts the SCTP message format.
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SCTP Common Header

Chunk 1

Chunk N

Figure 6-14 SCTP Message Format

The SCTP common header contains the following information:

m  Source and destination port numbers: These transport port addresses are used in
combination with the source and destination IP addresses to identify the recipient of
the SCTP packet. The port numbers allow a single IP address to support multiplexing
of different SCTP associations.

m  Checksum: This value is used to assure data integrity while the packet transits an IP
network.

m  Verification tag: The verification tag holds the value of the initiation tag that was
first exchanged between two hosts during the four-way handshake. It must be con-
tained in every SCTP packet that is part of an association. If a packet arrives without
the correct verification tag, it is dropped. This serves as protection against old, stale
packets arriving from a previous association as well as various “man-in-the-middle”
attacks.

Figure 6-15 depicts the SCTP common header format.

Source Port Number Destination Port Number

Verification Tag

Checksum

Figure 6-15 SCTP Common Header Format

Chunk Types

A chunk uses a type-length-value (TLV) format, and different chunk types are used to
carry control or data information inside an SCTP packet.

Every chunk type will include TLV header information. The TLV information contains the
chunk type, fragmentation and unordered delivery processing flags, and a length field. In
addition, a DATA chunk will precede user payload information with the following:

B TSN (transport sequence number)

m  Stream identifier
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B SSN (stream sequence number)

m Payload protocol identifier

Figure 6-16 depicts the SCTP chunk format. Table 6-1 provides information on the type
of chunks supported in SCTP.

Chunk Type Chunk Flags Chunk Length

Chunk Value

Figure 6-16 SCTP Chunk Formar

Table 6-1 SCTP Chunk Types

Chunk

Type Chunk Name Chunk Function

0x00  Payload Data (DATA) The DATA chunk is used to transmit user data
between two peers in an SCTP association.

0x01 Initiation (INTT) The INIT chunk is used to initiate an SCTP associa-

tion between two endpoints.

0x02 Initiation Acknowledgment The INIT ACK chunk is used to acknowledge the
(INIT ACK) receipt of an SCTP INIT message. The endpoint send-

ing the INIT ACK message is in the ASSOCIATE
state, awaiting a COOKIE ECHO from the SCTP peer.

0x03  Selective Acknowledgment The SACK chunk is used to both confirm receipt

(SACK) of a range of chunks, denoted by the TSN, and to
notify the sender of missing chunks, represented by
TSN gaps.
0x04  Heartbeat Request The HEARTBEAT chunk is used by an SCTP
(HEARTBEAT) endpoint to check reachability of idle IP addresses

that are part of the association. This HEARTBEAT
mechanism is used to ensure that alternative paths
exist in the event of a primary path failure. HEART-
BEATS are exchanged between all idle IP addresses on
each endpoint independently.

0x05 Heartbeat Acknowledgment The HEARTBEAT ACK chunk is sent in response

(HEARTBEAT ACK) to the HEARTBEAT message, confirming reachability.
0x06  Abort (ABORT) The ABORT chunk is used to close an association
with an SCTP peer.

0x07  Shutdown (SHUTDOWN)  The SHUTDOWN chunk is used to trigger the closing
of an SCTP association.

continues
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Table 6-1 SCTP Chunk Types (continued)

Chunk
Type Chunk Name Chunk Function

0x08  Shutdown Acknowledgment The SHUTDOWN ACK chunk is used in response to
(SHUTDOWN ACK) the SHUTDOWN chunk as part of the graceful shut-
down procedure.

0x09  Operation Error (ERROR)  The ERROR chunk is used to communicate some fail-
ure in the SCTP association. The ERROR chunk does
not indicate a fatal failure unless it is used in conjunc-
tion with the ABORT chunk.

0x10  State Cookie (COOKIE The COOKIE ECHO chunk is sent in response to the
ECHO) INIT ACK message as part of the four-way handshake
in SCTP.

0x11 Cookie Acknowledgment The COOKIE ACK chunk is sent in response to the
(COOKIE ACK) COOKIE ECHO message. This message is the fourth
and final message in the SCTP initiation phase. Each
SCTP endpoint has established an association with the
other endpoint.

0x12 Explicit Congestion This chunk value is reserved, but the ECNE has not
Notification Echo (ECNE)  been formally defined by the IETE.

0x13 Congestion Window This chunk value is reserved, but the CWR has not
Reduced (CWR) been formally defined by the IETF.

0x14  Shutdown Complete The SHUTDOWN COMPLETE chunk is the last

(SHUTDOWN COMPLETE) chunk sent and confirms that both endpoints have
closed the SCTP association.

In addition to the chunk types defined in Table 6-1, SCTP also reserves chunk values for
IETF-defined extensions. The following sections discuss some SCTP extensions that
enable mobility.

SCTP Extensions

SCTP also allows new chunk types and parameter fields to be defined, making the proto-
col extensible. These extensions are maintained and managed through Internet
Engineering Task Force (IETF) standards. Unlike many extensible protocols, SCTP does
not permit vendor-specific extensions. One specific extension, the ADDIP extension,
extends SCTP to be used as a mobility management protocol. The ADDIP extension is
defined in RFC 5061, Dynamic Address Reconfiguration.
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Dynamic Address Reconfiguration

As discussed earlier in this chapter, SCTP allows a multihomed device to take advantage
of multiple interfaces by binding them to a single association. However, the protocol, by
default, does not allow new IP addresses to be added or deleted, or for the primary
address to be reset, without the Dynamic Address Reconfiguration extension defined by
RFC 5061. This extension adapts SCTP from a protocol capable of providing resiliency
and fault protection into one capable of providing mobility or session continuity as a
node changes point of attachment.

While originally designed to provide support for hot-pluggable interfaces, the SCTP
ADDIP extension maintains an SCTP association across both host and network reconfig-
urations. These reconfigurations can be the result of either user action, such as watching
a video while a passenger in a car, or service provider action, such as IPv6 dynamic net-
work renumbering. For these cases, the SCTP ADDIP extension allows the endpoint that
has experienced a change to notify the SCTP peer of the new conditions.

The SCTP ADDIP extension consists of two new SCTP chunk types and seven new
parameters. Table 6-2 provides information on the new chunk types. Figure 6-17 illus-
trates the ASCONF chunk format, and Figure 6-18 illustrates the ASCONF-ACK chunk
format.

Table 6-2 SCTP ADDIP Chunk Types

Chunk
Type Chunk Name Chunk Function
0xCl1  Address Configuration The ASCONF chunk is used by the local endpoint to
Change Chunk (ASCONF)  communicate an address change to an SCTP peer. This
address change might be an addition or deletion of an
address to a specific SCTP association, or a change of
the primary address used for communication.
0x80  Address Configuration The ASCONF-ACK chunk is used by a remote
Acknowledgment endpoint to acknowledge the ASCONF chunk
(ASCONF-ACK) received from a peer.
Chunk Type = 0xC1 | Chunk Flags Chunk Length

Sequence Number

Address Parameter
ASCONF Parameter #1

ASCONF Parameter #N

Figure 6-17 SCTP ASCONF Chunk Format
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Chunk Type = 0x80 Chunk Flags

Chunk Length

Sequence Number

Address Parameter

ASCONF Parameter Response #1

ASCONF Parameter Response #N

Figure 6-18 SCTP ASCONF-ACK Chunk Formatr

Table 6-3 provides information on the additional SCTP parameters defined in the ADDIP
extension.

Table 6-3 SCTP ADDIP New Parameter Types

Parameter

Type Parameter Name Parameter Use Parameter Function

0xC004 Set Primary Address SCTP INIT/INIT-ACK  This field contains an IPv4

Chunk or IPv6 address, notifying the

receiver that the address is to
be the primary address for
sending traffic to.

0xC006 Adaptation Layer SCTP INIT/INIT-ACK  This field pertains to upper-

Indication Chunk layer protocols, such as adapta-

tion layers that require indica-
tion to be carried in SCTP
INIT/ACK.

0x8008 Supported Extensions SCTP INIT/INIT-ACK  This field contains all the

Chunk chunk types supported by the

sending SCTP peer.

0xC001 Add IP Address SCTP ASCONF This field contains an IPv4 or
IPv6 address, notifying the
receiver that the address is to
be added to the existing asso-
ciation.

0xC002 Delete IP Address SCTP ASCONF This field contains an IPv4 or

IPv6 address, notifying the
receiver that the address is to
be deleted from the existing
association.
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Parameter
Type Parameter Name Parameter Use Parameter Function
0xC004 Set Primary Address SCTP ASCONF This field contains an IPv4 or

IPv6 address, notifying the
receiver that the address is to
be the primary address for
sending traffic to.

0xC003 Error Cause Indication SCTP ASCONF-ACK This field contains a cause code,

identifying a standard SCTP
error cause, as defined in RFC
4960.

0xCO005 Success Indication SCTP ASCONF-ACK  This field contains a success

code for a specific parameter.
Although, by default, if no
Error Cause Indication is sent,
the SCTP peer implicitly
assumes success, some SCTP
peers might send the Success
Indication.

Mobile SCTP

Although only experimental within the IETF, the Mobile SCTP® variant defines a mecha-
nism for SCTP mobility. Mobile SCTP builds on the ADDIP extension, highlighting how
the SCTP protocol can be used for signaling mobility events, recommending enhance-
ments in the mobile node, and highlighting the interaction between link layer mobility
mechanisms and transport layer mobility mechanisms. While Mobile SCTP might be a
promising first step, a more specified and standardized solution is required to make SCTP
viable for delivering full mobility.

Multipath TCP

The Multipath TCP workgroup’ in the IETF focuses on modifying the TCP protocol to
behave in similar ways to SCTP. Most notably, multipath TCP (MPTCP) extensions allow
simultaneous use of multiple paths for TCP sessions. Unlike SCTP, however, the MPTCP
can provide the following benefits:

m  Interworking with existing Internet infrastructure
m  Stability over a wide range of existing Internet paths

B Transparency to in-path network nodes (such as Network Address Translation [NAT]
devices)
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Resource Pooling Principle

MPTCP operates under a resource pooling principle. The resource pooling principle
allows TCP itself to use all resources, including multiple interfaces, network paths, and
application servers, concurrently. As a result of this concurrent usage, the physical
resources themselves appear as a single logical resource, much the same way that virtual
machines and server virtualization are used today in the data center.

Numerous examples of the resource pooling principle can be seen in existing networks,
including the following:

m  Link Aggregation Control Protocol (LACP), which allows multiple physical inter-
faces to be pooled into a single logical interface

m  Multi-Protocol Label Switching (MPLS) Traffic Engineering (MPLS-TE), which
routes traffic flows across multiple physical paths in a network based on both
resources required by the flow and resources available in the network

m  Virtual Local-Access Networks (VLAN), which provide virtualization and separation
of broadcast domains over the same Layer 2 infrastructure

At the transport layer, however, resource pooling offers two main benefits:
m  Increased resilience by providing interface and path protection

m  Increased resource utilization by distributing TCP sessions

Figure 6-19 illustrates how resource pooling allows resilience and flexibility in traffic dis-
tribution. In the figure, source nodes send their traffic across diverse paths based on
available bandwidth. The resource pooling principle demonstrates how these links are
efficiently utilized.

Path 1 = 6 Mbps

Path 2 = 10 Mbps I
Path 3 = 10 Mbps n

&5

Figure 6-19  Resource Pooling Principle Applied to Transport

Path 4 = 10 Mbps
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MPTCP Functional Architecture

Many of the principles on which MPTCP is based were developed as part of the
Transport Next-Generation (Tng) project®, which proposes decomposing the transport
layer into application-oriented functions and network-oriented functions. Figure 6-20
illustrates this approach, creating four logical layers residing between the application and
network layers.

| Application Layer

Semantic Layer

- Application-Oriented
Application Layer | | Isolation Layer

Transport Layer Flow Layer

Network Layer \‘ Endpoint Layer

Datalink Layer

Network-Oriented

| Network Layer

| Datalink Layer

Figure 6-20 Decomposed Transport Layer in Tng

These logical layers are defined as follows:

m  Semantic layer: Abstracts the communications channel from the application itself.
This layer makes the communications paths, such as TCP sessions or SCTP multi-
streams, available to all applications.

m  Isolation layer: Provides end-to-end protection and reliability.

m  Flow layer: Provides congestion control mechanisms, such as TCP windowing, and
other performance management capabilities.

m  Endpoint layer: Implements service and endpoint identification mechanisms, such as
port numbers, that can be used to identify and enforce network policies.

With this model, MPTCP provides support for end-to-end, application-oriented func-
tions while supporting in-path network nodes that intervene in segment-by-segment, net-
work-oriented functions. Figure 6-21 illustrates this approach.

In fact, MPTCP further seeks to leverage TCP itself for the network-oriented functions,
and inserts between the application and TCP layer to provide the application-oriented
functions, as illustrated in Figure 6-22.
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Figure 6-21 Decomposed Transport Layer in End-to-End Model
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Figure 6-22 MPTCP in the Decomposed Transport Model

This functional decomposition of MPTCP and TCP allows MPTCP to control multiple
TCP sessions independently as “subflows.” MPTCP controls packet scheduling, interface
selection, and path management for each individual TCP session. Figure 6-23 depicts how
TCP sessions can be used as MPTCP subflows.

Similar to SCTP, MPTCP can take information from the application layer and distribute
the data sequence over any number of available TCP sessions, as illustrated in Figure
6-24.
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Application Layer

MP-TCP

TCP TCP TCP TCP
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Figure 6-23 MPTCP Subflows

Client Server
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MP TCP
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TCP

Path 1

Figure 6-24 MPTCP Subflow Distribution
MPTCP relies on TCP options to communicate support for MPTCP in any TCP initiation

sequence. MPTCP might also rely on TCP options for communicating other signaling
layer information, such as availability of new addresses or reassembly information.
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Path Management

Interestingly, while its name implies multiple paths, MPTCP has no way of guaranteeing
disparate and unique paths through a network. While using unique interface IP addresses
for each TCP session does provide some level of assurance that different paths exist, the
hierarchy of the Internet might result in a single path for transport, as illustrated in Figure
6-25.

5 S i "i::
X

&5
Internet Remote Network

Local Network B

Path A and Path B converge due
to shared Internet peering point

Figure 6-25 Hierarchy of the Internet and MPTCP

Without a mechanism of guaranteeing unique paths, MPTCP does not provide inherent
path resiliency. In fact, MPTCP can only guarantee interface redundancy for ensuring
reliability. For this reason, MPTCP is written as an extensible protocol that allows new
methods of path selection to be incorporated and dynamic addition of new IP address
pairs.

Network Layer Compatibility While TCP is a transport layer protocol, it is closely
coupled with the Internet Protocol at the network layer. This coupling allows TCP to main-
tain a level of awareness of the underlying network architecture itself, including the avail-
ability and utilization of either IPv4 or IPv6 for transport. MPTCP, although abstracted
further from the network layer by the TCP subflows, is also capable of traversing either
IPv4 or IPv6 networks. A single MPTCP session can operate over IPv4 and IPv6 networks
simultaneously.
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MPTCP Application Impacts

As Figures 6-21 and 6-22 illustrate, MPTCP requires support in both endpoints in a ses-
sion. An MPTCP application programming interface’ (API) is defined in the IETF to pro-
vide application developers insight into how an application can exploit the capabilities of
multipath transport.

The de facto standard API for TCP is the “socket” interface. The socket interface provides
transport-independent functions for setting up and tearing down sessions, data transfer,
and so on. This AP, in short, allows an application to use transport layer functions,
including those available in both TCP and UDP.

MPTCP leverages the socket API for multihoming shim' to provide the application layer
with access to MPTCP’s path management and interface selection capabilities. Figure
6-26 illustrates how the socket API integrates into the MPTCP architecture.

Application Layer

Socket API

MP-TCP

TCP

P

MP-TCP Protocol Stack

Figure 6-26 Socker API in MPTCP Architecture

MPTCP for Mobility

Given some of the inherent functions of MPTCP, including adding and deleting addresses
from a session and load sharing across multiple available interfaces, MPTCP is a feasible
solution for providing mobility in next-generation mobile networks. However, MPTCP
suffers from many of the same concerns as other transport layer mobility mechanisms,
including SCTP. To provide full mobility, MPTCP requires additional extensions and
enhancements. While these enhancements do not yet exist, the Internet community and
IETF working groups will undoubtedly evolve MPTCP for mobility.
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MSOCKS: An Architecture for Transport Layer
Mobility

MSOCKS originated as a research project at IBM’s Watson Research Center. MSOCKS is
largely built on the framework of SOCKS (RFC 1928), which defines a firewall traversal
capability for TCP connections. The MSOCKS project creates an architecture known as
Transport Layer Mobility (TLM). The TLM architecture seeks to solve a number of prob-
lems that have historically not been addressed with a common architecture. These prob-
lems are as follows:

m  Providing simultaneous use of multiple interfaces on a mobile node
m  Allowing the mobile node to change point of attachment

m  Allowing the mobile node to determine which data flows utilize which available
interface

TLM uses a proxy architecture. Proxy architectures have long been deployed in mobile
networks for various functions, including delivery of Wireless Application Protocol
(WAP) and video services, session-based charging, and transport optimization. An inter-
mediate host, known as a proxy, is placed between the mobile node and destination serv-
er. This proxy resides directly in the communications path, mediates communication
between the mobile node and server, and provides services on behalf of either.
Depending on which layer the proxy functions, these services might include adaptation
of HTTP traffic, transcoding/transrating of video traffic, or simply TCP session manage-
ment. Figure 6-27 illustrates an architecture in which numerous proxies are deployed.

Client Proxy Server

Conversation Conversation
Setup Setup

D

Conversation Conversation
Conversation Conversation
Teardown Teardown

Figure 6-27 Proxy Architecture
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Most proxies operate on a split-connection model. In this model, an end-to-end commu-
nications path between a mobile node and a server is split into two separate connections.
One connection exists between the mobile node and the proxy, and another connection
exists between the proxy and the server.

The TLM architecture relies on a proxy at the transport layer similar to how Mobile IP
relies on a gateway at the network layer. A TLM proxy supports mobility by providing a
mechanism to migrate the connection between the mobile node and the proxy to a new
interface while keeping the connection between the proxy and server unchanged"'. Figure
6-28 illustrates the TLM architecture.

Client Proxy Server

| ————E——

SYN

SYN-ACK

| ——

ACK

Connect (Addr, Port)
.
SYN

SYN-ACK

I
ACK

<—
-OK (Conn_ID)

TCP Session TCP Session

Figure 6-28 TLM Proxy Architecture

Like all transport layer approaches, TLM requires that the underlying layers provide IP
address management functions. Upon establishing network layer connectivity, the mobile
node would then request that the proxy migrate its sessions to the new interface. Figure
6-29 depicts how a TLM proxy provides mobility functions.

TLM Protocol

The TLM architecture requires an intermediate TLM proxy and modification to the
mobile node TCP stack, but no modifications to either the server or the mobile node
application layer. This approach allows application developers and Internet server hosts to
remain unmodified. Figure 6-30 illustrates how the TLM protocol fits within the existing
client and server stacks.
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re 6-30 TLM Architecture

In addition, the TLM architecture also enables a mobile node to simultaneously use two

different interfaces and control which traffic is sent over which interface. This is done by
enabling multiple IP interfaces on the TLM proxy and assigning host routes, correspon-

ding to one or more of these interfaces, on the mobile node for specific destination
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servers. This allows the mobile node to control not only outbound traffic but also
inbound traffic. Figure 6-31 illustrates how TLM allows a mobile node to control which
interface traffic uses.

Client Proxy Server
Application Layer App App App App App Application Layer
MSOCKET MSOCKET
I_{ 2 h I_{ 2 h
a a
%) (%) =

IP [_11\ P2 IP1 P

“H
\
Flow (/ Flow\f\

Flow Flow 2

Figure 6-31 TLM Interface Control Functions

MSOCKS Summary

While a prototype for MSOCKS demonstrates the performance improvements and capa-
bilities that a transport-proxy approach can deliver, TLM remains largely a research
experiment, with little development in standards organizations. The most notable objec-
tion is that TLM is not well suited for interdomain, or interoperator, mobility because the
proxy device is fixed, leading to triangular routing. However, the MSOCKS researchers
did define a broad set of requirements for transport layer mobility that have been incor-
porated into both MPTCP and SCTP designs. Innovative approaches to solve mobility at
the transport layer, such as MSOCKS, continue to pave the way for the viability of trans-
port layer mobility approaches.

Other Transport Layer Mobility Approaches

Numerous other approaches to transport layer mobility have also been proposed over the
last several years. Each approach has both merits and drawbacks, and certainly limited
degrees of acceptance. Rather than discussing every approach to transport layer mobility,
however, the following sections instead provide a few examples of transport layer mobili-
ty research projects.
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Migrate Internet Project

The Migrate Internet Project”, developed by the Massachusetts Institute of Technology
(MIT) Lab for Computer Science, consists of a new session layer and TCP extensions that
allow session migration. Although referred to as a session layer approach, the Migrate
Internet Project is similar to TLM in that it relies on TCP options to signal and authenti-
cate session reestablishment; however, the Migrate solution also removes the need for a
proxy in the TCP flow. This, in turn, requires that both client and server are Migrate
capable. Figure 6-32 illustrates the Migrate approach.

Client SYN Server
Migrate Supported
SYN-ACK

—2rAR |
Migrate Supported
ACK

———————_

X TCP Session X

Connection
Broken

SYN
Migrate

SYN-ACK

—

ACK

TCP Session

Figure 6-32 Migrate Approach

Migratory TCP

The Migratory TCP (M-TCP) protocol, proposed by the Discolab at Rutgers University",
also relies on extensions to TCP to communicate and coordinate state information
between clients and servers. Instead of being driven by the need to migrate an existing
connection between available interfaces on a client device, M-TCP seeks to instead allow
a client to move a TCP connection between two servers. Figure 6-33 illustrates M-TCP.
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Figure 6-33 Migratory TCP

Session Layer Mobility Approaches

The session layer has historically been omitted from real-world implementations of data
networks. Applications themselves create and use transport layer connections, rather than
relying on the session layer to create them. This leads to some difficulty in using a trans-
port layer approach to resolve mobility, because each transport layer connection that
requires mobility manages itself. By placing mobility management, including the capabili-
ty to monitor movement and trigger binding updates, at the session layer, these functions
could be provided on a system-wide level to all overlying applications.

Providing many of the same advantages as transport layer mobility, session layer mobility
has been an area of research for many years, mainly because of its simplicity. Transport
layer protocols are mature and provide numerous functions. Because the session layer is
mostly unutilized, adding features tends to be simpler.

SLM provides another framework for supporting end-to-end mobility on an existing
Internet framework without the use of IP tunnels. SLM relies on a shim layer, called a
Session Management (SM) entity, that provides connection control between the applica-
tion layer and network interface. This shim layer is not significantly different from either
the MPTCP architecture or the SCTP multihoming capabilities. Figure 6-34 illustrates the
SM entity.
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Figure 6-34 SLM SM Entiry

Unlike the transport layer approaches discussed previously, however, the SLM session
layer approach provides location management. Such a session layer might be effectively
paired with a mobility-enhanced, lower-layer protocol to divide functions. A logical divi-
sion of these functions would have the session layer maintaining reachability and the
transport layer maintaining connections.

The SLM architecture also introduces a new network entity, called the User Location
Server (ULS), which is used to locate the called party and provide any address transla-
tions necessary. Any correspondent node can retrieve the mobile host’s current location
by querying this ULS. This functionality is similar to a home agent control plane in
Mobile IP without the requirement for bearer anchoring. In addition, this functionality is
similar to the Home Location Registrar (HLR) function in Global System for Mobile
Communications (GSM) voice networks. Figure 6-35 illustrates the role of the ULS.

When a mobile node changes point of attachment, it sends an update to the ULS, much
like the Mobile IP Binding Update message. Any protocol can be used to send this
update, as long as the ULS understands the update. For example, the ULS can be an
extension on existing DNS servers, and Dynamic DNS can be used to update location.
Correspondent nodes learn of the ULS address for a specific mobile node either in a ses-
sion setup message with the mobile node (that is, TCP options) or through a DNS query
for the ULS address.

There are numerous concerns about the feasibility of this session layer approach. Most
notably, this approach is not well suited for session continuity approaches because of
delays in updating the ULS. In addition, the limited deployment of session layers within
the current Internet architecture makes session layer approaches like SLM difficult to
implement.
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Summary

As we continue to examine various methods of achieving mobility, the transport and ses-
sion layers provide compelling advantages, including stronger alignment and integration
with existing congestion control mechanisms and inherent route optimization. In fact, the
majority of the mobility management capabilities provided by network layer protocols
can be handled by a transport or session layer approach. These approaches, however, also
have far-reaching implications. For transport layer mobility approaches, significant modi-
fications to well-established protocols like TCP, or complete replacement of TCP with
SCTP, would be required of every Internet node, mobile or fixed. At the session layer,
with continued avoidance by the application development community of the session
layer itself, it is highly unlikely that a session layer mobility scheme would gain signifi-
cant support. Table 6-4 provides an overview of the pros and cons of each of the dis-
cussed approaches.
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Table 6-4 Transport and Session Layer Approaches to Mobiliry
Approach  Pros Cons
SCTP Multistreaming well suited to mobile ~ Poor support for in-path network

wireless networks elements
Multipath support (through SCTP Limited known industry support for
Concurrent Multipath Transport) adoption and development

Well standardized through the IETF

MPTCP Interworking with existing Internet Framework to support mobility, but no
infrastructure inherent mobility functions
Stability over a wide range of existing Early in standardization process
Internet paths
Transparency to in-path network
nodes (such as NAT devices)

MSOCKS Interworking with existing Internet Proxy architecture introduces
infrastructure complexity
Transparency to in-path network No standardization efforts under way
nodes (such as NAT devices) when not
residing between source and proxy
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Chapter 7/

Application Mobility

The previous chapters have described techniques for solving the mobility problem using
solutions for routing packets toward a particular device using IP identities (addresses) as
endpoint identifiers. Application mobility looks to solve the mobility problem using non-
IP identities as personal identifiers.

Note There might be a 1-to-1 relationship between a “personal identifier” and a particu-
lar user, an N-to-1 relationship where a particular user has multiple personal identifiers, or
a 1-to-N relationship where a single personal identifier is shared among multiple users.

Solving mobility using non-IP personal identifiers allows the focus of mobility to switch
from the endpoint or device toward the person. This means that we can consider a com-
mon personal identity to be associated with multiple devices, allowing application mobil-
ity use cases to include techniques for transferring contexts, including media flows,
between devices. Because application mobility can solve generic cases where a common
non-IP personal identifier is associated with different devices, it can also solve the trivial
case where a common non-IP personal identifier is associated with different interfaces on
the same devices, in effect offering a holistic approach to mobility.

This chapter will start by looking at using application mobility to solve the interdevice
use case and then go on to examine any shortcomings of using the same techniques for
addressing intradevice mobility.

User-Centric Mobility

Figure 7-1 shows a generic example of a user having access to three separate devices. In

this example, the smartphone supports multihoming to two different access technologies:
a wide-area network (for example, a cellular network) and a local-area network (for exam-
ple, built using wireless LAN technology). Conversely, the cellphone and laptop can only
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attach to a single network, corresponding to a wide area network and a local area net-
work, respectively. As shown, application mobility uniquely supports session mobility

between different devices.

Figure 7-1 Intradevice and Interdevice Mobility

Local Area
Network

Schemes that support application- or user-centric mobility therefore need a common set
of functions:

m  Authentication: A user needs to be able to bind an application identity with one or
more host IP addresses. Authenticating an application identity before binding to an
IP address ensures that simple identity spoofing attacks are prevented.

B Registration: A user needs to be able to register the IP address(es) that can be used
to reach a particular application identity.

m  Rendezvous service: A correspondent node needs to be able to determine which IP
address(es) is (are) bound to an application identifier.

The sections that follow describe different techniques for delivering the preceding func-
tions as well as application mobility.
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Note A consequence of solving mobility at the application layer is that unlike alternative
approaches to solving mobility, the correspondent node will be fully aware of any changes
to the IP address associated with a particular user. Where this IP address can be used to
infer the geolocation of a user, the correspondent node might be able to track the location
of a particular user, raising specific privacy issues. If the privacy of a user’s location is a
concern, application mobility needs to be coupled with other functionality that is able to
mask a user’s location.

Application Mobility Using the Domain Name System

Perhaps the most widely used application identity on the Internet is the Fully Qualified
Domain Name (FQDN). RFC 1123" requires all Internet hosts to provide and interface to
the Domain Name System (DNS), which allows all information associated with a specific
FQDN to be returned to the requesting application. Because DNS implements a distrib-
uted, hierarchical database for associating FQDNs with IP addresses, the same concepts
can be reused for providing application layer mobility. The DNS record includes an “A”
and/or “AAAA” Resource Record (RR) type that contains the IPv4 and/or IPv6
address(es) associated with the host name (for example, cisco.com A 198.133.219.25) and
a domain name pointer (PTR) RR that supports “reverse” DNS lookups, whereby a corre-
spondent node wants to determine which FQDN is associated with an IP address (for
example, 25.219.133.198.in-addr.arpa PTRwww9.cisco.com).

Although the DNS was originally designed for supporting static mappings of an FQDN
to a host’s IP address, enhancements to the system have been defined that support
dynamic updates in RFC 2136%. Techniques for supporting secure dynamic updates to
DNS are specified in RFC 3007° and RFC 4034". These procedures leverage DNS securi-
ty, including mechanisms based on scalable Public Key Infrastructure (PKI) or secret
keys, which allows DNS entities to authenticate DNS requests and responses sent
between them.

When it comes to who has the authority to update the A and PTR records, a DHCP client
can be given the authority to update its A Resource Record. Alternatively, the DHCP
server can be responsible for updating both A and PTR RRs. Both options are specified
in RFC 4702°. Figure 7-2 shows the signaling exchange where the DHCP client is respon-
sible for updating its A record.

The client includes the FQDN Option 81 in its DHCP Request message, setting the S bit
to 0, which indicates that the DHCP client wants to have responsibility for updating its A
RR. The option also includes the client’s FQDN. The exact order of the Dynamic DNS
(DDNS) update is not specified, but the signaling exchange shows the update happening
before the DHCP Ack is sent back to the client. The DHCP server includes the option in
its DHCP Ack with the S bit set to 0, indicating that the server has agreed that the client
is responsible for updating its A record. Finally, the client sends the DNS Update to com-
plete the procedure.
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DHCP DHCP DNS
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DHCP Request Including Client FQDN
Option (81), S bit = 0 Plus Domain Name

DNS UPDATE Request/Response
(PTR Record)

DHCP Ack Including Client FQDN Option
(81), S bit = 0 Plus Domain Name

DNS UPDATE Request/Response
(A Record)

Figure 7-2  Dynamic DNS Update Signaling by DHCP Client and Server

Note The DNS resource records also include a Time To Live (TTL) field. The TTL for RR
updated as a result of DHCP IP address assignment should be less than the initial lease
time of the IP address.

You can see how Dynamic DNS provides the three key functionalities for supporting
user/application-centric mobility:

®  Authentication: Implemented using DNS security extensions.

B Registration: Implemented using dynamic DNS updates to PTR and A records by
hosts and/or DHCP servers.

m  Rendezvous service: Implemented using the FQDN-to-IP address mapping service
provided by DNS.

Applicability of DDNS to Interdevice and Intradevice Mobility

Applications will typically request information associated with a specific FQDN only
once and assume this information to be static throughout the application session. Any
dynamic updates to a correspondent node’s resource records that are involved with an
ongoing application session will cause applications to fail. Hence, DDNS-based
approaches are most suited to use cases where mobility events are rare—for example,
intradevice scenarios with nomadic mobility.

Interdevice mobility can also be supported if a signature that is used to authorize request
updates is present in individual devices. This then ensures that dynamic update requests
sent by a different host can be suitably authenticated.
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Application Mobility Using the Session Initiation
Protocol

Specified by IETF RFC 3261°, the Session Initiation Protocol (SIP) is an application layer

control protocol that provides signaling for the creation, termination, and modification of
sessions. Perhaps the most common session type associated with SIP is the media associ-
ated with a voice call, where SIP provides the signaling for voice calls in the IP domain to

enable Voice over IP (VoIP) services to be deployed.

SIP and Capabilities

SIP provides a generic session initiation framework rather than a structured method and
protocol for session instantiation and control. Most frequently, the detailed session
parameters are agreed between two SIP endpoints using the Session Description Protocol
(SDP) that can be embedded within SIP messages, and the actual media session is trans-
ported using the Real Time Protocol (RTP).

The basic functionality established by SIP can be summarized in three broad capabilities:

m  Addressing: SIP addressing is achieved using the SIP Uniform Resource Identifier
(URI). A SIP URI has the form of sip:username@host. The username part of the URL
can be a username, device name, or telephone number. The host part of the URL is
either a domain name or a numeric network address, such as an IP address.

B Registration: SIP provides a registration service that allows one or more IP addresses
to be associated with a particular SIP URL

B Session control: SIP provides the ability to invite another user agent to a particular
session, to modify an ongoing session, and to terminate a session.

Architecturally, SIP consists of a number of elements, as illustrated in Figure 7-3. These
elements include the following:

m  SIP user agent: SIP relies on a client-server request-response mechanism for session
initiation. A User Agent Client (UAC) initiates SIP requests. A User Agent Server
(UAS) responds to SIP requests.

m  SIP proxy server: A proxy server acts as a signaling router for SIP messages. It
receives a SIP message from a SIP user agent or another proxy and routes it toward
its destination. The proxy server might also provide security or authentication capa-
bilities on the local network (through a client challenge mechanism) to ensure the
identity of a SIP client.

B SIP registrar: A registrar is a SIP component that accepts SIP user registrations.
These registrations are used to establish the reachability of a SIP URI, associating it
with one or more host IP addresses.

m  SIP redirect server: A redirect server can be used to redirect a SIP client session to a
new SIP URI, enabling call diversion services to be realized. Redirect servers do not
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proxy the message on to this new location, instead instructing the originating entity
to try a new location.

m  Location server: The location server maintains the location database for registered

SIP user agents.
Location
Server

|

SIP = SIP Redirect
Registrar (=71} Server

IP
sIP
) SIP — SIP
Sip
SIP User SIP Proxy SIP User
Agent Server Agent
RTP-Based Media

Figure 7-3  SIP Architectural Elements

SIP Methods

SIP defines a number of methods, which are essentially requests and responses between
SIP clients (or proxy servers), termed SIP rransactions that can be used for call control.
The basic SIP RFC defines six methods:

B REGISTER: For registering contact information.
m INVITE, ACK, and CANCEL: For session establishment.
m  BYE: For session termination.

m  OPTIONS: For determining the capabilities of a SIP UA.

More methods have been defined in ancillary specifications that provide additional capa-
bilities. The following list presents some examples of SIP extensions. A comprehensive
list of SIP extensions is available in RFC 5411".

m  PRACK: A method for signaling a Provisional Response ACKnowledgment
(PRACK), which allows reliable information to be signaled concerning the progress
of a request and is defined in RFC 3262.
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m  SUBSCRIBE/NOTIFY: Enables SIP UAs to be signaled with event notifications that
can be used to convey presence information and is defined in RFC 3265.

m  UPDATE: Allows a session to be modified and is defined in RFC 3311.
m  REFER: Enables call transfer and is defined in RFC 3515.
m  MESSAGE: Used for instant messaging and is defined in RFC 3428.

SIP Message Format

Having introduced SIP and its methods, the following sections provide some examples of
SIP message formats and signaling flows that will be used as a foundation to understand
how SIP can provide mobility services. Unlike previous voice signaling protocols, which
make extensive use of Abstract Syntax Notation (ASN.1) defined Type Length Value
(TLV) encoding to describe message contents, SIP is a text-based protocol similar in
many respects to HTTP.

SIP Request and Status Lines

SIP request messages begin with a request line, and SIP responses begin with a status
line. These lines are followed by header fields that are identical in both request and
response messages.

The following is an example of a request line:

INVITE sip:charlie@example.com SIP/2.0

where:
m INVITE indicates the SIP method.
m  sip:charlie@example.com is a SIP URL

m  SIP/2.0 indicates the protocol version.

The following is an example of a status line:

SIP/2.0 180 Ringing

where:
m  SIP/2.0 indicates the protocol version.
m 180 provides a numerical status code of the transaction.

®  Ringing provides a human-readable format of the transaction status.

Different status codes are defined and range from 100 to 699. Table 7-1 indicates how the
status codes are grouped in specific numerical ranges to indicate specific meanings.
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Table 7-1  SIP Numerical Status Code Ranges and Their Meanings

Status Code Range Meaning

100-199 Provisional
200-299 Success
300-399 Redirection
400-499 Client error
500-599 Server error
600-699 Global failure

SIP Header Fields
RFC 3261 defines the six mandatory header fields that are included in every SIP message:

m  To: This header field contains a destination of the transaction request in the form of
a human-readable SIP URL

m  From: This header field contains the originator of the transaction request in the form
of a human-readable SIP URI.

m  Cseq: This header field contains a sequence number and a method name.
m  Call-ID: This header contains a unique identifier for the SIP message exchange.

B Max-forwards: This header is used to avoid routing loops between SIP proxies.
Every proxy that forwards the SIP message will decrement the value of this header
by 1. If this value reaches 0, the message is discarded.

B Via: This header is used to ensure that SIP messages are routed symmetrically. In
other words, a SIP proxy that handles a SIP request can use the Via header to ensure
that it handles the SIP response to the transaction.

Another header field that, although not mandatory, plays a critical role in how SIP pro-
vides application mobility is the Contact header. This header field contains a SIP URI and
is used to indicate how the message originator can be directly contacted—for example,
avoiding subsequent SIP exchanges having to be processed by a SIP proxy.

Note SIP also provides the capability to enforce routing of SIP messages by a SIP proxy.
In such circumstances, the SIP proxy includes a Record-Route header containing the
proxy’s SIP URI in a request. The Record-Route header is included in the response, ensur-
ing that both the originator and destination know that the SIP proxy is required to be
included in future transactions. This is ensured by the originator including the Route head-
er in subsequent SIP request messages containing the SIP URI of the proxy recovered from
the Record-Route header field.
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SIP Message Body

After the header fields in the SIP message, there is a blank line followed by the SIP mes-
sage body. When SIP is used to provide VoIP services, one of the most common types of
message bodies is the Session Description Protocol (SDP). SDP is specified in RFC 4566°
and, when embedded in SIP messages, is used together with an offer/answer model’ to
allow two SIP UAs to agree on a multimedia session.

Example 7-1 shows an example of an SDP offer by Charlie and a subsequent SDP answer
by Harry. The o= field gives the originator’s username and IP address plus a session iden-
tifier. The c= line indicates connection data or the IP address where Charlie wants to
receive the media stream(s). In this example, Charlie wants to establish two media streams
and hence includes two m= lines, one describing the offered audio stream and the other
the video stream. The m= lines include the port number where Charlie wants to receive
the media stream (20000 for audio and 20002 for video), the audio and video codecs that
Charlie’s terminal supports (indicating that the terminal supports both the G.711 p-law
[corresponding to type 0] and GSM [corresponding to type 3] audio codecs and the
H.261 video codec [corresponding to type 31]), and the protocol used to transport the
media (in this case, RTP/UDP/IP).

Example 7-1 SDP Session Description Offer and Answer

v=0

o=Charlie 2790844767 2867892087 IN IP4 64.103.25.233
c=IN IPv4 64.103.25.233

t=0 0

m=audio 20000 RTP/AVP @ 3

a=sendrecv

m=video 20002 RTP/AVP 31

v=0

o=Harry 2345662566 236376607 IN IP4 64.103.12.167
c=IN IPv4 64.103.12.167

t=0 0

m=audio 30000 RTP/AVP 0

a=sendrecv

Example 7-1 also shows the SDP answer that Harry responds with. This answer indicates
that Harry’s terminal does not support the H.261 video codec (no m= line corresponding
to video media is included in the answer) but does support the same G.711 p-law codec
included in Charlie’s offer. The SDP answer then allows a common audio codec to be
negotiated between Charlie and Harry, as well as the IP addresses and ports where
incoming media is expected to be received by both terminals.
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Note The SDP offer/answer shown in Example 7-1 includes other lines:

m  The v= line is used to indicate which version of SDP is being used.

m  The t=line is used to indicate the start and stop times for the media session. In this
instance, t=0, where 0 is used to indicate that the session is supposed to be initiated
immediately.

B The a= line is termed an attribute line and is used to extend SDP. In the example
shown, this line is used to indicate that the negotiated media is bidirectional.

Basic SIP Mobility

You have already seen how applications require three fundamental services to be deliv-
ered to provide mobility: registration, authentication, and rendezvous. Here we see exam-
ples of how SIP delivers all three services.

SIP Registration

Charlie powers on his mobile phone that performs a SIP registration. Figure 7-4 shows
the message flow with the Registrar responding with a 200 (OK), indicating successful

registration.
|
Sip

Charlie’s SIP

Phone Registrar
1

SIP REGISTER Request

SIP REGISTER Response
200 (OK)

Figure 7-4  SIP Registration Signaling

The detailed REGISTER request message is shown in Example 7-2, with the key
lines/fields explained in the list that follows.
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Example 7-2 SIP REGISTER Message

REGISTER sip:example.com SIP/2.0

To: Charlie <sip:charlie@example.com>

From: Charlie <sip:charlie@example.com>; tag=a73kszlfl
Call-ID: 1j9FpLxk3uxtm8tn@example.com

Cseq: 1 REGISTER

Max-Forwards: 70

Via: SIP/2.0/UDP 64.103.25.233:5060;branch=z9hG4bKnashds7
Contact: <sip:64.103.25.233>

Content-Length: @

m  The request line shows the SIP method as well as the SIP URI identifying the loca-
tion service for example.com.

®  The To header field contains the SIP URI identifying the record whose registration
status is being created.

B The From header field contains the SIP URI of the person creating the registration—
in this case, Charlie.

m  The Call-ID header field contains a fixed value used in all registrations.

B The CSeq (Command Sequence) header field contains an integer sequence number
and the method name—in this case, REGISTER. Requests within a dialog are identi-
fied by a monotonically increasing sequence number. A SIP dialog is typically estab-
lished with an INVITE/200 OK transaction and terminated with a BYE/200 OK
transaction.

m  The Contact header field contains the address that is requested to be bound to the
registration, corresponding to a direct route by which Charlie can be contacted. It
can be of the form username at a Fully Qualified Domain Name (FQDN) or, as in
this case, an IP address.

The preceding description describes a single registration transaction. Of course, SIP also
allows Charlie to register different contact information—for example, associating his SIP
URI with the IP address of his mobile phone as well as the IP address of his softphone
PC client.

SIP Authentication

You know that application mobility requires authentication services to be provided. SIP
provides a challenge-response-based mechanism for authentication that is based on
authentication in HTTP" and is known as Digest authentication. Authentication is typi-
cally used between a SIP UA and a SIP proxy or registrar server, whereby the server
requires each SIP UA to authenticate itself prior to the server processing the method. In
general, the registration procedure should always be authenticated to avoid malicious
users from registering false contact information for a particular SIP URL
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Figure 7-5 shows an example signaling exchange when a SIP UA wants to register its loca-

tion with a SIP registrar.
-
Sip

SIP User SIP
Agent Registrar
1

SIP REGISTER Request

SIP REGISTER Response
401 (Unauthorized)
WWW-Authenticate header

SIP REGISTER Request
Authorization header

SIP REGISTER Response
200 (OK)

Figure 7-5  SIP Digest Authentication

In this example, the SIP registrar is responsible for authenticating the user and responds
to the registration request with a 401 Unauthorized response. This message includes a
WW W-Authenticate header, which includes realm information, at least one challenge
including authentication scheme(s) supported, and an indication as to whether the server
supports both authentication and integrity protection.

After the SIP UA receives the 401 response to its SIP REGISTER Request message, it reo-
riginates the SIP REGISTER Request, but this time includes proper credentials in an
Authorization header field in the request. The Authorization header includes the user’s
name in the specified realm and the response to the WW W-Authenticate challenge.

Note SIP systems can be architected to be stateless. In such scenarios, SIP authentication
might be required to protect registration (SIP REGISTER method), session setup (SIP
INVITE method), session modification (SIP UPDATE method), and session terminations
(SIP BYE method).

Alternatively, SIP systems can be architected to be stateful. In such scenarios, SIP authenti-
cation is typically applied only to protect SIP registration. The IP Multimedia Subsystem
(IMS) is one example of a stateful SIP system that has been defined by the Third
Generation Partnership Project (http://www.3gpp.org) and uses SIP authentication to
protect registration procedures'".
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SIP Rendezvous Service

The SIP proxy provides the basic rendezvous service for realizing SIP mobility. Figure 7-6
illustrates the use of the INVITE method for initiating a session, as well as the use of the

SDP offer/answer exchange.
Ll
Sip

Charlie’s SIP Proxy Harry’s
SIP User SIP User
Agent Agent
: SIP INVITE Request : :

1 1 1
' (SDP Offer) : SIP INVITE Request :

: : (SDP Offer) :

' ' '

: : 180 Ringing :

1 1 J
! . 1 1
! 180 Ringing ! 200 OK !

' : (SDP Answer) '

1 1

! 200 OK ' '
' (SDP Answer) ' '
1 1 1
i ACK i
i : 1
1 1
! RTP Media :
1 | 1
; BYE ;
: 1 1
1 1 1
: 200 OK '
1 H 1
1 1

Figure 7-6  Session Initiation and Termination

Charlie sends an INVITE request to Harry’s SIP URI (sip:harry@example.com). The
INVITE also includes the SDP offer from Charlie’s SIP user agent. The SIP message is
routed to the proxy at example.com, which consults the location server to determine the
current contact details associated with Harry’s SIP URI. The proxy then relays the
INVITE request to Harry at his current location.

In this example, Harry responds with the provisional response “180 Ringing” to the
INVITE request. Harry can also include his IP address in the SIP URI included in the
contact information of the provisional message, which allows subsequent messages to be
exchanged directly between Charlie’s and Harry’s SIP UAs (assuming that the proxy has
not requested to be included in future transactions by inserting a Record-Route header in
the original INVITE request). Eventually, Harry answers his phone and the SIP UA ends
the INVITE transaction by sending the 200 OK message, which in this example, includes
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the SDP Answer indicating that the media description has been successfully negotiated
between the two endpoints.

Note While Figure 7-6 shows the SDP answer being included in the 200 OK message,
other options are possible, including the SDP answer being sent with the “180 Ringing”
provisional response, which is used to establish “early media” between two endpoints. For
example, if the terminating endpoint is a VoIP gateway, such early media can be used to
send ringing tones back toward the originating endpoint.

The establishment of the SIP session is completed by Charlie’s SIP UA sending an ACK
request message, which does not have a response associated with it. Notice that Charlie
has used Harry’s SIP URI received in the contact field of the SIP response message to
allow Charlie and Harry to send subsequent SIP messages directly between each other.
The negotiated media is then established.

Finally, Figure 7-6 shows Harry ending the conversation by sending a SIP BYE request
directly to Charlie, who responds with a 200 OK response indicating that the session has
been successfully terminated.

SIP UA Mobility Example

Using the previously described functionality, you can now see how a basic SIP mobility
service can be realized. If the mobility event occurs prior to session establishment, the
SIP UA is responsible for registering any newly obtained IP address prior to session
establishment.

Note From a client perspective, there needs to be an application programming interface
(API) by which the SIP application can determine that the IP address has changed (for
example, by repeatedly performing a query/response exchange using a
“getLocallpAddress()” function call).

The more complicated use case is to accommodate SIP mobility during an already estab-
lished session. Figure 7-7 illustrates the signaling exchanges for supporting SIP mobility
when a session has already been established when Charlie’s SIP UA was connected to net-
work 1. In addition, this example highlights the case where the SIP proxy wants to
enforce the routing of SIP messages by inserting a Record-Route header in the original
INVITE and in particular where such a proxy requires a SIP UA to perform a SIP
registration prior to the SIP server providing proxy services. Such operations might be
particularly important in mobility scenarios to prevent unauthorized SIP UAs from
hijacking the media stream.
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Figure 7-7  Basic SIP Mobility

After the media session has been established, Charlie’s terminal switches IP Point of
Attachment, for example, by switching from a cellular network to a wireless LAN. APIs
between the OS and SIP application are assumed to be able to indicate the allocation of a
new IP address, which in this case causes the SIP UA to register its new IP address with
the SIP registrar prior to sending a RE-INVITE request message to Harry’s SIP URI This
RE-INVITE message contains the same Call-ID used in establishing the original session,
but the original Contact header and SDP c= field are replaced with values corresponding
to the newly acquired IP address on network 2.

The overall performance of SIP-based mobility is impacted by several serial processes:

m  New IP address acquisition: The actual acquisition of a new IP address might
require Layer 2 access authentication, involving multiple round trips between the
host and the EAP server as well as DHCP operation.

m  Application indication of IP address change: The SIP application needs to detect
the change of IP Point of Attachment, for example, by repeatedly polling an OS
function call for any change.

m  SIP registration delay: Authenticated SIP registrations require multiple round trips
between the SIP UA and registrar.

m  SIP signaling delay: The SIP RE-INVITE/200 OK signaling exchange needs to be
completed between the two SIP UAs.
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B Media updating delay: The media needs to be updated with the newly negotiated
session description.

Simulations of handover performance” indicate that with a wireless link delay of about
50 ms and an IP delay between SIP UAs of about 75 ms, the media interruption with a
SIP-based application handover can exceed 0.8 seconds!

SIP Session Mobility

The previous analysis of mobility solutions has been very device-centric. While such
approaches might be applicable when the penetration of devices is low, as technology

advances, Chapter 1, “Introduction to ‘Mobility’,” has described a future where the num-
ber of simultaneous devices associated with a single user is set to increase.

With the Cisco Internet Business Solutions Group (IBSG) predicting that by 2010 there
will be 35 billion devices connected to the Internet' (or nearly six devices per person on
the planet), one logical consequence is that the future support of mobility must move
from the device-centric view of the past (where a user is defined by a single device)
toward a user-centric view of the future (where a user has a plethora of devices on which
to participate in sessions and consume media).

Application mobility is unique in its capability to support interdevice mobility, allowing
users to maintain service continuity even when changing the physical device on which the
service is consumed. A user might initiate a session on a PC that includes video and audio
components but partway through the session, might decide to leave the room in which the
PC is located. Instead of terminating and reoriginating the session on a mobile device, SIP-
based session mobility allows the transfer of the audio session directly from the PC to the
mobile device. Two alternative approaches for realizing session transfer are as follows:

m  SIP REFER"
m  Third-Party Call Control (3PCC)*

SIP REFER-Based Session Mobility

The REFER method is a SIP extension request that causes the recipient of the request to
REFER to a resource provided in the request and for the originator of the request to be
subsequently informed of the outcome. The SIP REFER method can be used for realizing
a call transfer service.

Figure 7-8 illustrates the signaling sequence for performing the SIP REFER-based session
transfer described previously.

Charlie has an established session with Harry using his SIP UA on his PC, using the SIP
URI sip:charlie@pc.example.com. Charlie decides to transfer the session to his mobile
phone and so sends a SIP REFER request to Harry’s SIP UA, providing the contact infor-
mation for Charlie’s mobile phone in a Refer-To header field:

Refer-To: sip:charlie@mobile.example.com
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Figure 7-8  Successful SIP REFER-Based Session Transfer, BYE Sent by Originator

Assuming that Harry has authorized call transfer operations, Harry’s SIP UA will signal
its acceptance of the call transfer request by sending a 202/Accepted response back to
Charlie’s PC. Accepting the REFER request implicitly establishes a subscription to the
refer event packages so as to allow the recipient (in this case, Harry’s SIP UA) to send
notifications on updates to the status of the refer to the requesting SIP UA (in this case,
Charlie’s PC).

Note Normal subscription to events is triggered by a SIP SUBSCRIBE request, allowing
entities in the network to subscribe to notifications of state changes, for example, related
to registration or call state".

The implicit creation of the subscription causes an immediate NOTIFY request to be
sent from Harry’s SIP UA toward Charlie’s PC, indicating that the Refer Event package is
active; this is acknowledged with a 200 OK. Harry’s SIP UA then contacts the resource
identified by the URI in the Refer-To header field, in this example, corresponding to
Charlie’s mobile device. The normal INVITE/200 OK/ACK exchange is used to establish
the new session. Harry then signals the completion of the call transfer by sending a
NOTIFY request that terminates the implicit subscription to the REFER event package.
Now that the session has been established between Harry and Charlie’s mobile device,
Charlie’s PC can then end its session and the call transfer is completed.
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3PCC-Based Basic Session Mobility

In 3PCC-based session mobility, a SIP Back-to-Back User Agent (B2BUA) is included in
the architecture. As its name suggest, a B2BUA divides the SIP signaling between two SIP
UAs into two separate call legs and maintains complete state of the session. Dividing the
signaling into different call legs allows the B2BUA to perform types of SIP signaling
manipulation that are forbidden for normal SIP proxy servers.

When supporting mobility, the B2BUA is used to mask most of the details of session
mobility from the correspondent node. The B2BUA remains in the signaling path between
all SIP UAs involved in the session and is used to present a single multimedia session
toward the remote party, even though there might be more than one SIP UA communicat-
ing with the remote party. Figure 7-9 shows an example of 3PCC-based SIP mobility.

2 |

Charlie’s Charlie’s SIP B2BUA Harry’s
PC Mobile Phone SIP User Agent
: : :
] 1
INVITE/2000K/ACK : INVITE/2000K/ACK
1
1
RTP Media

RE-INVITE (no SDP)

200 OK (SDP offer)

INVITE (SDP offer)

200 OK (SDP Answer)

ACK (SDP answer)

ACK

RTP !\/Iedia

Figure 7-9  SIP 3PCC-Based Session Mobility

The B2BUA has established a session between Charlie’s PC and Harry’s IP phone using
two separate SIP dialogs. The B2BUA can trigger a transfer of the session from Charlie’s
PC to Charlie’s mobile phone by sending a re-INVITE to Harry’s IP phone, with no SDP
offered. Harry’s SIP UA makes an SDP offer in the 200 OK message that the B2BUA then
recovers and includes in an INVITE sent to Charlie’s mobile device. The SDP answer from
Charlie’s mobile device is included in the 200 OK, and the B2BUA then takes this answer
and includes it in the ACK sent back to Harry’s IP phone. Finally, the B2BUA ACKs the
200 OK sent by Charlie’s mobile device and the media can continue.
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Note Conceptually, the use of the SIP B2BUA for handling mobility and masking the
details of session mobility from a correspondent node can be likened to the use of proxies
in other alternative approaches to providing mobility.

3PCC-Based Enhanced Session Mobility

3GPP has defined an enhanced 3PCC session mobility architecture, termed Session
Continuiry®. This architecture defines specific roles for SIP UAs, defining a controller
SIP UA role and a controllee SIP UA role. The functionality of the controller SIP UA is
augmented with additional functionality for the following:

B The discovery of controllee SIP UAs
B The initiation of interdevice session transfer procedures

B 3PCC control of the media flows to/from the controllee SIP UA—for example, the
ability to add, modify, and release media on the controllee SIP UA

Note The controller SIP UA might even have no local media, in which case it acts purely
as a SIP mobility management entity, remotely controlling the transfer of media sessions
between one or more controllee SIP UAs.

A controller SIP UA uses the SIP SUBSCRIBE methods to discover the registration status
of controllee SIP UAs by subscribing to the Registration events (reg-event) package".
This will trigger the SIP REGISTRAR to send a SIP NOTIFY message when the registra-
tion state of the subscribed-to SIP UA changes. After a controller UA has discovered a
controllee UA, it can additionally send a SIP OPTIONS request to it to query the con-
trollee SIP UA about its capabilities.

Note The SIP OPTION method is a generic way for a SIP UA to discover the capabilities
of another SIP UA or proxy—for example, discovering whether a UA supports a particular
SIP method defined by a SIP extension, or whether a UA supports a particular codec type
without having to send an INVITE to the other party.

The 3PCC session mobility architecture defined by 3GPP allows the multiple controllee
UAs to be involved in a “collaborative session.” In particular, a multimedia session might
involve multiple devices, and the controller UA is responsible for combining the services
delivered using individual devices into a collaborative session. Figure 7-10 illustrates one
example of a collaborative session.
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Figure 7-10 Enbhanced 3GPP-Based Session Mobility

A B2BUA has a SIP dialog (dialog 1) with a remote party SIP UA and a SIP dialog (dialog
2) with a controller UA. This SIP UA provides the overall management of the collabora-
tive session. In this example, the controller UA has triggered the establishment of two
media sessions between two controllee UAs. The B2BUA uses SIP dialog 3 to establish
audio media between the remote party UA and the handset SIP UA and uses SIP dialog 4
to establish video media between the remote party UA and the video screen-based SIP
UA. The signaling to individual controllee UAs is combined by the B2BUA and presented
to the remote party as a single standard SIP-based multimedia session.

Although Figure 7-10 shows a simple collaborative session, the same basic 3PCC-based
mobility techniques can be used; however, these now enable mobility for individual
media legs. For example, a user might decide when he changes from a SIP UA in a PC
environment to a mobile phone—based SIP UA to dynamically update the media session
so that the video session is terminated, but the audio session continues uninterrupted.

Other Application Aspects for Supporting Mobility

The previous examples of SIP and DDNS have described how three core functionalities
required for supporting application mobility (namely, authentication, registration, and
rendezvous) can be used to realize mobile functionality. While not all applications are
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suitable for providing such services, there are other aspects of application definition that
can assist in mobilizing certain applications. In particular, how the application specifica-
tion deals with asynchronous changes of IP addresses can lead to considerable improve-
ments to the user experience when mobility events cause a host to change subnet.

One clear example of how application specification can assist in mobility is the
Hypertext Transfer Protocol/HTTP 1.1, as specified in RFC 2616%. Importantly from a
mobility perspective, HTTP 1.1 defines the client behavior when a transport connection
is asynchronously closed. Whereas the HTTP 1.1 protocol designers foresaw example use
cases corresponding to servers closing an “idle” connection after a client’s request was in
progress, the same characteristics can be attributed to the client moving subnets and
receiving a new host IP address. RFC 2616 specifies that HTTP 1.1 clients and server
must be able to recover from the asynchronous closing of an HTTP 1.1 connection. Client
software should reopen the transport connection (reestablish the communication socket,
for example using a newly allocated IP address) and retransmit the aborted sequence of
requests.

Whereas such functionality does not allow sessions to be transferred between hosts, it
does represent a foundation for ensuring that the impact on user experience is limited
when applications are forced to operate in environments with changing IP addresses.

Note Other applications support mobility by remaining oblivious to mobility itself.
These applications ignore any changes to the protocols underneath the application layer
and remain unaware of any topologically relevant attachment point. This application class
grew largely because lower layers did not support such mobility capabilities. Rather than
relying on a binding between an application and TCP port, or TCP port and IP address,
these applications use “tokens” within the application layer header that are used to identify
both the identity and the session.

While mobility protocols themselves rely on maintaining individual connections or ses-
sions, either at the IP layer or TCP layer, these applications do not depend or rely on any
level of continuity. Instead, the application itself closes and opens TCP connections as
needed to ensure that user data flows continue seamlessly. In fact, these applications do
not even distinguish between a loss of connection and change of IP address.

Video streamers are one example of this application class.

Summary

This chapter has introduced the key aspects of providing mobility at the application
layer. Unlike other techniques described in this book, providing mobility at the applica-
tion layer allows decoupling mobile operations from a particular device, allowing multi-
device mobility use cases to be supported. As the number of devices that consumers
have access to continues to increase, mobility functionality will increasingly have to
accommodate a more subscriber-centric view rather than today’s view of mobility as a
device-centric function.
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Starting with examining core functionality required for application mobility, key exam-
ples related to providing mobility using DDNS and SIP have been described. Examples
have been provided that highlight how application mobility can provide mobility func-
tionality for a single device, although the application quality of experience can be signifi-
cantly impacted. Such single-device restrictions are not apparent when application mobili-
ty is used in a multidevice configuration, and sessions can be switched between devices
to allow new mobility applications and use cases to be realized.
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Chapter 8

Locator-ldentifier Separation

Chapter 2 discussed the Internet protocol stack and in particular the fact that the IP
address functions simultaneously as a Routing Locator (which is an identifier with a
topological meaning) and as an Endpoint Identifier. Figure 8-1 illustrates this

dual role. In retrospect, this can be seen as a design mistake, especially in the light of

mobility.

Application Layer

IP Address, Port

Transport Layer (Endpoint Identifier)
IP Address
Internet Layer (Routing Locator)

Data Link Layer

Physical Layer

Figure 8-1 Layers of the Internet Architecture

When a host changes its point of attachment to the Internet, its IP address must change
as well, and therefore all transport sessions will break. The previous chapters took the
design of the Internet stack as a given and presented various ways of working around the

problems that this causes for mobility.
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This chapter covers a few more fundamental approaches to mobility that do not shy away
from redesigning the Internet protocol stack. These proposals share a common approach
to separating Routing Locators and Endpoint Identifiers to wean all identification-related
functions away from topology-dependent information (such as IP addresses), whereas the
solutions presented in the earlier chapters adopt a protocol stack that includes IP as the
communication endpoint.

This common approach of separating the Routing Locator and Endpoint Identifier is gen-
erally called Locator-Identifier Separation, even though this is, strictly speaking, a mis-
nomer. After all, the Routing Locator is also an identifier (namely, that of a location in the
routing tree). Likewise, using just identifier as a label for an Endpoint Identifier is much
too broad; after all, there are many types of identifiers that are not used to identify an
endpoint. However, the remainder of this chapter sticks to this widely used terminology.

Much of the work discussed here originates from the Routing Research Group (RRG) in
the Internet Research Task Force! (IRTF), the research-oriented sister organization of the
Internet Engineering Task Force (IETF). The reason for it being discussed there is that the
lack of Locator-Identifier Separation not only causes problems with mobility but also
with routing scalability, multihoming, and traffic engineering. Discussion of these topics
is beyond the scope of this book. One issue that is of particular importance for mobility
and somewhat less for the other problems is that of user location privacy. When identi-
fiers are long lived and a publicly available mapping exists between identifiers and loca-
tors, it is possible to gather the location of a host (a number of services exist that can
map IP addresses to geographic location with reasonable accuracy), and therefore the
user using it, without the permission or even knowledge of that user. This is considered
an invasion of privacy and violates privacy regulations. It is therefore important that the
proposed mechanisms, by default, do not reveal the location of a particular host to
unknown observers.

You must realize that because of the vast amount of deployed computers, routers, and
other devices that connect to the Internet, changing the fundamental architecture of the
Internet is not easy; in particular, a “flag day” in which all hosts have to change is not fea-
sible. The solutions discussed in this chapter try to strike a balance among changes need-
ed at the hosts, changes needed in the core networks, and the possibility of adopting the
solution incrementally.

This chapter discusses four solutions that have either been around a bit longer or that
have recently gained momentum in the RRG:

m  The Host Identity Protocol (HIP)
m  Locator-Identifier Separation Protocol — Mobile Node (LISP-MN)
m  Network Address Translation for IPv6 to IPv6 (NAT66)

m  Identifier-Locator Network Protocol (ILNP)

Before diving into the details of these solutions, it helps to understand the basic methods
for Locator-Identifier Separation, as described in the section that follows.
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Approaches to Locator-ldentifier Separation
Most approaches to Locator-Identifier Separation fall into two broad categories:

B Those that introduce an extra layer to hold the original Endpoint Identifiers encap-
sulated within packets that use Routing Locators as source and destination

m  Those that split the existing IPv6 address space into a part that has topological
meaning and a part that is used to identify the host

Both categories can be further divided into the following:
B Approaches that act at the host

m  Approaches that act at the border between a site and the core network

The benefit of implementing Locator-Identifier Separation on the border between a site
and the core network is that typically the hosts don’t have to be changed, which is obvi-
ously a major obstacle in the adoption of an approach. However, this comes at the
expense of end-to-end transparency of the communication, and might have implications
for session persistence at the transport layer. Implementing Locator-Identifier Separation
at the host does not have those downsides but requires each host to change its network-
ing stack to benefit from Locator-Identifier Separation.

HIP, discussed in the section that follows, is an example of an approach that introduces
an extra layer at the host. The encapsulation of Endpoint Identifiers at the border of a
network is also called a Map-and-Encap scheme. In this approach, packets with source
and destination Endpoint Identifiers are encapsulated (the Encap) into packets containing
source and destination Routing Locators. To find the Routing Locator corresponding to a
particular Endpoint Identifier, some sort of mapping infrastructure is used (the Map). An
example of a Map-and-Encap approach is LISP-MN, described later in the chapter.

When the existing IPv6 address space is divided into separate IPv6 address spaces for a
site network and for the core, this is usually called the Address Rewriting approach,
because the IPv6 addresses that are used inside a side are at the border, with the rest of
the Internet rewritten into addresses from the core address space. NAT66, described later
in a section devoted to this topic, is an example of that.

Alternatively, the higher-order 64 bits of an IPv6 address can be designated as a Routing
Locator and the lower-order 64 bits as an Endpoint Identifier. Figure 8-2 shows what the
IPv6 packet header looks like in this latter case.

Hosts in a domain are not aware what their Routing Locator is. So, when a host sends a
packet to another host, only the 64 bits of the Endpoint Identifier are specified for the
source address. When the packet leaves the domain, the router at the border of the domain
adds the Routing Locator part of the source address. When the packet arrives at the desti-
nation domain, the router at the border of that domain removes the Routing Locator bits of
the destination address and forwards the packet to the destination. This way, the hosts never
have knowledge about their own Routing Locator, but they have “normal” IPv6 addresses
(consisting of Routing Locator and Endpoint Identifier) for the hosts they correspond with.
ILNP, discussed later, is an example of this approach at the host.
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Bit 0 3 7 11 15 19 23 27 31
0
Version Traffic Class Flow Label
31
Payload Length Next Header Hop Limit
63

Source Locator

127
Source Identifier
191
Destination Locator
255
Destination Identifier
319

Payload (Variable Length)

Figure 8-2  Packer Header When Splitting an IPv6 Address into an Endpoint Identifier
and a Routing Locator Part

HIP

The Host Identity Protocol (HIP), described in RFC 4423% and RFC 5201°, introduces a
new layer to the Internet protocol stack that sits between the Internet layer and the trans-
port layer (see Figure 8-3). For this new layer, the host identity layer, a new namespace is
introduced with Host Identifiers (HI).

Each host will have at least one Host Identity and the corresponding identifier. Each Host
Identity uniquely identifies a single host.

Sockets are no longer bound to IP addresses but rather to HIs, thereby separating the
Routing Locator (IP address) and Endpoint Identifier (HI). HIs are translated to IP
addresses in the kernel. The HI for a particular server can typically be found in the
Domain Name System (DNS). HIs are location independent and persistent (but can be
changed).
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Application Layer

Transport Layer Host Identifier
Host Identity Layer Host Identifier
Internet Layer IP Address

Data Link Layer

Physical Layer

Figure 8-3 HIP Srack

HIs are implemented as public keys of a public/private key pair, of which the private keys
are stored at the host. Each host is responsible for creating its own public/private key
pair. Because having different key lengths is cumbersome for applications, a 128-bit hash
value of the HI is used instead of the HI itself—the Host ID Tag (HIT).

In addition to providing mobility (change of IP address does not break the socket connec-
tion), the use of cryptographic identifiers also allows verification of the corresponding
host as well as end-to-end encryption between the hosts (using IPsec Encapsulating
Security Payload).

Figure 8-4 shows how two hosts that want to communicate establish a shared state using
the HIP base exchange.

The system that initiates the HIP exchange is called the Initiaror, and the peer is the
Responder. The Initiator and Responder establish a shared secret for their communica-
tion using the Diffie-Hellman (D-H) key exchange®, a protocol that makes it possible for
two parties that have no prior knowledge of each other to establish such a shared secret:

1. The Initiator sends a packet containing its HIT to the Responder.

2. The Responder answers by sending a puzzle (a cryptographic challenge), D-H param-
eters, a signature of part of the message using the HI, and the HI itself.

3. The Initiator verifies the signature, computes the answer to the puzzle, and sends the
latter along with the D-H parameter, a signature over part of the message using its
HI, and its HI to the Responder.

4. The Responder verifies the answer to the puzzle and sends a signed message back to
the Initiator. The signature is verified by the Initiator.
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HIT(I), HIT(R) or NULL

HIT(I), HIT(R), puzzle, DH(R), K(R), sig

HIT(I), HIT(R), solution, DH(I), K(I), sig

HIT(I), HIT(R), sig

Figure 8-4 HIP Base Exchange

So, after this key exchange, both the Initiator and Responder have a shared key that can
be used to identify each other and to encrypt traffic between them. And furthermore,
they have verified that the other host indeed possesses the private key that corresponds
to the HI.

The puzzle mechanism is used to defend the Responder against some denial of service
attacks. In particular, the responder does not have to do cryptographic computations to
establish state until the Initiator has done so first. This makes it hard for a malicious
Initiator to trick the Responder into spending all its computing cycles calculating for
bogus connection setup attempts.

To locate a host (that is, find the IP address that is associated with a particular HI), some
kind of rendezvous system needs to be implemented. If a host moves, it needs to update
its registration with the rendezvous server. If two hosts have already established a shared
state, they can also inform each other directly of location changes.

Applications typically can run unmodified on top of HIP, because HITs manifest them-
selves as 128-bit identifiers, just like IPv6 addresses.

Benefits and Challenges

HIP has a number of benefits. Routing Locators and Endpoint Identifiers are separated,
so hosts can change their point of attachment without breaking sessions. Hls can, in the-
ory, be changed at the host, so anonymity and location privacy can be achieved; however,
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it is questionable how realistic that is. Confidentiality and integrity of the communication
between peers are achieved by using IPsec.

At the time of introduction (around 2006), HIP didn’t get much traction, however,
because of the fact that HIP requires IPv6 and because of the computational overhead of
using IPsec. At that time, there was no strong need for an IP mobility solution because of
the fact that mobile devices were, to a large extent, mobile phones that were using the
Layer 2 mobility solutions in the mobile phone networks.

Now that that situation has changed, it appears that existing and relatively widespread
solutions such as Mobile IP and Proxy Mobile IP address most of the use cases for which
HIP was envisioned.

Locator-ldentifier Separation Protocol — Mobile Node
(LISP-MN)

Locator-Identifier Separation Protocol — Mobile Node (LISP-MN) aims to make it possi-

ble for mobile devices to roam while keeping TCP sessions alive and to be simultaneously
connected to two different networks (multihomed). LISP-MN achieves this goal by lever-
aging a LISP infrastructure, so a description of LISP is given first.

LISP

LISP* implements a Map-and-Encap scheme. Packets are encapsulated at the border
router of the sender domain (called the Ingress Tunnel Router [ITR] in LISP) and decapsu-
lated at the border router of the receiving domain (the Egress Tunnel Router [ETR] in
LISP). This makes it possible for the core routing (the routing between the domains) to be
independent of the encapsulated Endpoint Identifiers and thus be optimized for the
topological characteristics of the core network.

LISP can be seen as adding an extra Internet layer below the existing one, as illustrated in
Figure 8-5.

So, if a host in one LISP-capable domain wants to send a packet to a host in another
LISP-enabled domain, the following happens:

1. The host looks up the name of the correspondent host in DNS, which gives an
Endpoint Identifier.

2. The host puts its Endpoint Identifier as the source and the correspondent host’s
Endpoint Identifier as the destination.

3. The packet traverses to the ITR. The ITR encapsulates the packet in a new packet
with the Routing Locator of the ITR as the source and the Routing Locator of an
ETR for the domain as the target (this mapping is either previously cached or is
determined by the mapping mechanism).
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Application Layer Identifier
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Internet Layer Identifier
Internet Layer Locator
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Figure 8-5 LISP Srack

4. The packet traverses to the ETR.

5. The ETR decapsulates the packet and sends it on to the destination Endpoint
Identifier.

For the mapping infrastructure, a number of approaches have been proposed. The most
widely used approach is called LISP-Alternative Topology (LISP-ALT). LISP-ALT uses the
Border Gateway Protocol (BGP) and generic routing encapsulation (GRE) to construct an
overlay network for advertising Endpoint Identifier prefixes. Because the mapping mech-
anism is decoupled from the forwarding mechanism, however, any mapping mechanism
can be used.

Figure 8-6 shows a typical LISP scenario.

The host with Endpoint Identifier 1.0.0.1 wants to send a packet to the host with
Endpoint Identifier 2.0.0.2. This is done as follows:

1. The packet arrives at ITR2 (that has Routing Locator 11.0.0.1).

2. ITR2 looks up the Routing Locators corresponding with Endpoint Identifier 2.0.0.2,
and finds 12.0.0.2 and 13.0.0.2, of which the first has the higher priority.

3. ITR2 encapsulates the packet with source 1.0.0.1 and destination 2.0.0.2 in a packet
with source 11.0.0.1 and destination 12.0.0.2 and forwards the packet as normal over
the Internet core.

4. ETRI1 receives the packet and decapsulates it.

5. ETRI1 forwards the packet to 2.0.0.2.
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Figure 8-6 Typical LISP Scenario

LISP-MN

The idea behind LISP-MN?® is now to leverage the mapping infrastructure of LISP to sup-
port mobile devices. This is achieved by turning the mobile device into a LISP ITR and
ETR for itself (in fact, you could say that the mobile device turns into a mini-LISP site).
This means that the mobile device sends Map Requests and furthermore that all packets
originating at the mobile device are LISP encapsulated.

A mobile device can answer itself to Map Requests coming in, or it can designate its Map
Server as a proxy for replying to those requests. Packets destined for non-LISP-enabled
nodes are decapsulated by a proxy ETR.

Map Servers that act as proxy Map Reply behave like anchoring points for the mobile
devices, similar to home agents in Mobile IP, with the big difference being that unlike in
Mobile IP, the actual data never flows through these nodes; they just answer to the map-
ping requests. Furthermore, home agents never provide mapping info because that is left
to the mobile node.

The mobile device registers with its provisioned Map Server that advertises the Endpoint
Identifiers for which it is responsible (including the Endpoint Identifier of the mobile
device). This way, neither the current location nor updates to it have to be exposed to the
ALT infrastructure. Only the Map Server stores the Routing Locator of the mobile
device.

Figure 8-7 is similar to Figure 8-6, but here the destination host is a LISP site in itself
instead of being inside a LISP site.
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Figure 8-7 LISP-MN Operation

Consider a scenario in which the host with Endpoint Identifier 1.0.0.1 wants to send a
packet to the host with Endpoint Identifier 1.0.0.2. That mobile host has lost its Wi-Fi
connection but remains connected to the 3G network.

What happens is the following:

1. The mobile node updates the mapping server to indicate that it is no longer reachable
through 12.0.0.2 but only through 13.0.0.2.

2. The packet arrives at ITR2 (that has Routing Locator 11.0.0.1).

3. ITR2 looks up the Routing Locators corresponding with Endpoint Identifier 1.0.0.2
and finds 13.0.0.2.

4. TITR2 encapsulates the packet with source 1.0.0.1 and destination 1.0.0.2 in a packet
with source 11.0.0.1 and destination 13.0.0.2 and forwards the packet as normal over
the Internet core.

5. The mobile host receives the packet and decapsulates it.

Benefits and Challenges

LISP implements the separation of Routing Locators and Endpoint Identifiers without the
need for changes at the hosts. The addressing in the core network is independent from
that at the edge, so for example, the core network could use IPv6, whereas the edge net-
work would use IPv4 and vice versa.

By turning a mobile node into a LISP-site-in-a-box, mobile nodes can change their point
of attachment without breaking transport sessions. Unfortunately, the latter does require
changes at the host, undoing one of the advantages of LISP.
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In LISP, a proxy Map Reply server can be used that is like an anchoring point in Mobile
IP; however, unlike with Mobile IP, the actual data flow is never through that server.
Given the assumption that Endpoint Identifiers are persistent, this introduces location
privacy concerns.

The largest obstacle appears to be the requirement for an operational LISP infrastructure.
Until LISP is widely deployed, the benefits of LISP-MN are small.

NAT66

Network Address Translation for IPv6 to IPv6’ (NAT66) describes a method for providing
address independence. Address independence in this context means that the IPv6 address-
es that are in use inside a local network do not have to change if the IPv6 prefix that is
announced to the outside world changes (if the ISP changes the prefix or when the site
changes ISPs).

NAT is also widely used for IPv4, both for address independence and as a way of connect-
ing many hosts to the Internet while only using a small amount of global IP addresses. The
latter argument obviously doesn’t apply for IPv6; there is no address shortage in IPv6.

NAT in an IPv4 environment causes a number of problems for transport and application
layer protocols. These problems are extensively documented in RFC 2993%, but are often
summarized with the phrase “NAT is evil.” Most importantly, NAT for IPv4 requires the
translation device to maintain per-node or per-connection state information and to rewrite
transport layer headers. NAT will also break security mechanisms that provide integrity
protection of the IP header (after all, the IP header changes when the address changes).

NAT66 addresses these issues, with the exception of the integrity of the IP header pro-
tection, by using no port mapping function (used in IPv4 NAT to map many internal
addresses to only one external IP address) and a default mapping mechanism that does
not require maintaining state.

Figure 8-8 shows the typical operation using NAT66:

1. The host with internal IPv6 address FD01:0203:0405:0001::1234 in the site with
Internal Prefix FD01:0203:0405:/48 sends a packet to the host with IPv6 address
2001:0DB8:5555:0001::1234.

2. At the NAT66 device, the internal address is rewritten to the external address
2001:0DB8:0001:D550::1234 out of the 2001:0DB8:0001:/48 External Prefix.

3. The receiving host sends return packets with a source 2001:0DB8:555:0001::1234
and a destination the external address 2001:0DB8:0001:D550::1234.

4. At the NAT66 device, the external destination address 2001:0DB8:0001:D550::1234
is rewritten to FD01:0203:0405:0001::1234.

5. The original sending host receives the return packet from 2001:0DB8:5555:0001::1234.
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Figure 8-8 NAT66 Operation

Changing the source or destination IP address changes the IPv6 pseudoheader and thus
the pseudoheader checksum. Changing the value of another field in the pseudoheader
offsets this, resulting in unchanged checksums. This means that transport protocols that
use the checksum, like TCP and UDP, can be used unmodified.

Benefits and Challenges

NAT66 achieves separation of the Routing Locator and the Endpoint Identifier by sepa-
rating the core network from the site network, each using its own address space. This
allows easy site mobility and multihoming. The way the addresses are rewritten allows a
much higher level of transparency than could be achieved with NAT in an IPv4 environ-
ment; still, protocols that require unchanged IP headers will break. NAT66 does not
require any changes in the host and can therefore be deployed incrementally.

The fact that the internal address (the Endpoint Identifier) cannot be used to look up the
external address (the Routing Locator) gives a reasonable level of location privacy.

The problem with NAT66 from a mobility point of view is that NAT66 works particularly
well when the external addresses change (the site moves to another ISP or is multihomed),
but when a host moves, the host will still typically get a new address prefix, and thus ses-
sions will still be interrupted.
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Identifier-Locator Network Protocol (ILNP)

The Identifier-Locator Network Protocol’ (ILNP) is an example of the approach in which
the existing address space is divided into Endpoint Identifiers and Routing Locators. In
ILNP, the 128-bit IPv6 addresses in the packet headers are split into 64 bits for the
Routing Locator and 64 bits for the Endpoint Identifier. The Locator has significance
only in the network layer, and the Identifier has significance only in the transport layer. In
addition to that, whereas the use of IP addresses at the application layer is quite common,
ILNP is strict about only using fully qualified domain names (FQDN) at the application
layer, as illustrated in Figure 8-9.

Application Layer FQDN
Transport Layer Identifier
Internet Layer Locator, Identifier

Data Link Layer

Physical Layer

Figure 8-9 ILNP Srack

Identifiers are, by default, in the IEEE EUI-64 format™, which is a method for encoding
MAC addresses into 64-bit IPv6 addresses. Typically, the MAC address of one of the
interfaces of the host is used to construct the Identifier so that the Identifier is likely to
be globally unique (not strictly necessary for ILNP, but this reduces the burden of check-
ing for duplicate addresses). The Locators name a subnetwork and are used only for
packet forwarding, not for anything above the network layer.

Instead of using IP addresses at the transport layer, only the Identifier is used. When a
host changes its point of attachment, the Locator changes but the Identifier remains the
same, so the sessions at the transport layer remain intact.

To reflect the fact that IP addresses are split into Locators and Identifiers, new record
types are introduced into the DNS for looking up the Identifiers and Locators for a given
host and vice versa.

If a host changes its point of attachment, it will have to update its DNS to reflect the
change of Locator. To minimize the risk for denial of service attacks by inserting false
information in DNS, hosts should use Secure DNS Dynamic Updates', and the use of
DNS Secure (DNSSEC)* is assumed.
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Benefits and Challenges

ILNP achieves separation of Routing Locators and Endpoint Identifiers. Only the hosts
need to change; the routers don’t. This allows an incremental upgrade path. Two hosts
that want to communicate can implement ILNP and benefit from the session mobility
that is achieved through that without a need for other hosts to upgrade. At the same time,
that is challenge, because changes in the host operating systems are not easy to deploy; it
basically requires buy-in from the large OS manufacturers.

The reliance on DNS casts some doubt as to whether ILNP will work when the host
changes point of attachment quickly. Subsecond update rates of DNS information gener-
ally don’t work.

A more fundamental problem with the use of DNS for looking up the Routing Locator
given an Endpoint Identifier is the lack of location privacy this introduces—anyone can
look up the location of a particular host at any time, given the Endpoint Identifier. The
Endpoint Identifier is, by default, constructed from the MAC address and is therefore
persistent. Anyone that has ever learned the MAC address of a particular host can keep
track of its location. This issue can be solved by not using EUI-64 addresses and/or by
using proxies that mask the actual location; however, that is not the default mode of
operation.

Summary

There are a number of approaches that try to deal with one of the fundamental flaws of
the current Internet architecture: the use of IP addresses both as Routing Locators and as
Endpoint Identifiers, resulting in sessions breaking when the host changes its point of
attachment. The various approaches fall into two broad categories:

m  Those that introduce an extra layer to hold the original Endpoint Identifiers encap-
sulated within packets that use Routing Locators as source and destination, either
implemented at the border between the site network and the rest of the Internet or at
the host

m  Those that split the existing IPv6 address space into a part that has topological
meaning and a part that is used to identify the host also implemented at either the
border or at the host

This chapter discussed HIP, LISP-MN, NAT66, and ILNP as typical examples of Locator-
Identifier Separation. Time will tell whether one or more of these solutions will be widely
deployed.

Parting Thoughts

With the Internet becoming an infrastructure in which the majority of the devices are
mobile, a number of challenges surface. They stem from the fact that the Internet has not
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been designed for large numbers of hosts that change their point of attachment on a reg-
ular basis. In particular, the fact that a communication session is associated with the IP
address of the communicating parties causes trouble when either of them moves. This
book introduced a number of solutions to partly overcome this fundamental flaw in the
original design of the Internet. Depending on the use case, one or more of these solu-
tions can be applied. And while, as this last chapter illustrates, there is currently no final,
all-encompassing solution for this fundamental flaw, there is really no reason not to
embrace the mobile Internet.
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Mobile IPv6, 11

bidirectional tunneling mode, 123
bootstrapping, 131

Diameter interactions, 134
dual-stack Mobile IP, 140-143
dynamic home agent discovery, 130
ICMP message types, 129

Mobile IPv4 versus, 122

Moobility header, 126-128

NEMO interactions, 134-135
RADIUS interactions, 131-133
route optimization mode, 124-126

WiMAX Forum NWG implementa-
tion, 136-139

245

challenges, 9-11 Mobile Node Identifier header
(Mobile IPv6), 132

mobile nodes, 98

Mobile SCTP, 179

Mobile Subscriber ISDN Number
(MSISDN), 37

consumption trends, 5-9
defined, 13
Mobile IP (MIP), 10
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mobility, 1
in application layer (TCP/IP)
continuity, 215
DNS, 197-198
HTTP 1.1, 214215
SIP, 199214
user-centric mobiliry, 195-196
in data link layer (TCP/IP)

across bheterogeneous access
networks, 87-89

dynamic IP addresses, 57-58
Ethernet bridging, 56-57

GTP (GPRS tunneling protocol),
68-77

problems, 55
Proxy Mobile IPv6, 77-86
wireless LANs, 58-68

in MOBIKE, 143

in network layer (TCP/IP)
dual-stack Mobile IP, 140-143
MOBIKE, 143-158
Mobile IPv4, 96122
Mobile IPv6, 122-139
problems, 94-95

in session layer (TCP/IP), 191-192

in transport layer (TCP/IP)
benefits, 161-162

lower-layer mobiliry and,
162-164

Migrate Internet Project, 190
Migratory TCP,190
MSOCKS, 186-187,189
Multipath TCP, 179185
problems, 161, 165

SCTP, 166-179

mobility groups, 65

Mobility header (Mobile IPv6),
126-128

mobility market, 2-5

Mobility Message Authentication
Option, 133

Mobility Security Association, 108

MPLS-TE (Multi-Protocol Label
Switching Traffic Engineering), 180

MPTCP (Multipath TCP), 179-185
application impacts, 185
functional architecture, 181-183
mobility in, 185
network layer compatibility, 184
path management, 184
resource pooling principle, 180

MSISDN (Mobile Subscriber ISDN
Number), 37

MSOCKS, 186-189

Multi-Protocol Label Switching
Traffic Engineering (MPLS-TE),
180

multicast, 20-21
multihoming
in MOBIKE, 144
in SCTP, 166, 171

Multimedia Broadcast and Multicast
Service (MBMS), 72

Multipath TCP (MPTCP), 179-185
application impacts, 185
functional architecture, 181-183
mobility in, 185
network layer compatibility, 184
path management, 184
resource pooling principle, 180
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multiplexing, 15

multiradio devices, 3
multistreaming in SCTP, 166, 170
mutual authentication, 111

N

NAI (Network Access Identifier), 40
name resolution, 29
name servers, 29

NAT (network address translation),
21

in MOBIKE, 153

NAT66 (Network Address Translation
for IPv6 to IPv6), 229-230

NDP (Neighbor Discovery Protocol),
24

NEMO (Network Mobility) in Mobile
IPv6, 134-135

netbooks, growth in, 4
Network Access Identifier (NAI), 40

network address translation (NAT),
21

in MOBIKE, 153

Network Address Translation for IPv6
to IPv6 (NAT66), 229-230

network identifier (net-id), 16
network layer (TCP/IP), 23-24
compatibility with MPTCP, 184
dual-stack Mobile IP, 140-143
MOBIKE
3GPP implementation, 156-158
authentication, 154- 155
call flows, 151
connectivity discovery, 152

network layer (TCP/IP)

IKEv2 terminology, 144-150
NAT traversal, 153
Mobile IPv4

3GPP2 implementation of,
119-122

AAA interactions, 109-111
agent discovery, 101-102

ARP and, 117-119
authentication, 108-109
Diameter interactions, 112-113
RADIUS interactions, 111-112
registration, 103-105

routing, 114-119

RRQ and RRP messages,
105-108

terminology, 97-100
runneling, 115-116
Mobile IPv6

bidirectional tunneling mode,
123

bootstrapping, 131
Diameter interactions, 134

dynamic home agenr discovery,
130

ICMP message types, 129
Mobile IPv4 versus, 122
Mobility beader, 126-128
NEMO interactions, 134-135
RADIUS interactions, 131-133

route optimization mode,
124-126

WiMAX Forum NWG imple-
mentation, 136-139

mobility problems, 9495
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Network Mobility (NEMO) in Mobile
IPv6, 134-135

networks, convergence, 4
nomadic access, 35
authentication and authorization, 36
for Internet applications, 41
in LTE nerworks, 36-39
in Wi-Fi nerworks, 39-40
defined, 31
DynDNS, 52
federated identity, 41-42
for applications with SAML, 48
in LTE nerworks, 43
in Wi-Fi networks, 43-48
location information
in LTE nerworks, 49
in Wi-Fi nerworks, 50
privacy and security, 50
in LTE networks, 51

in SAML-based nerworks,
51-52

in Wi-Fi networks, 51
non-3GPP access, 43
nonces, 145

O

one-way authentication, 110
OPTIONS method (SIP), 200
Over-the-Air signaling, 61

Over-the-Distribution System signal-
ing, 61

P

Packet Control Function (PCF), 120

Packet Data Network Gateway
(PGW), 4

Packet Data Protocol (PDP) context,
70

Packet Data Serving Node (PDSN),
120

packet switching, circuit switching
versus, 14-15

packets, 14

parameter types in SCTP ADDIP, 178
path management in MPTCP, 184
path selection in SCTP, 172

PCF (Packet Control Function), 120

PDP (Packet Data Protocol) context,
70

PDP context activation, 74-75

PDSN (Packet Data Serving Node),
120

PDSN-PDSN interface, 164
persistence, session, 30
strategies for solving, 31-32

Personal Identifiable Information
(PII), 50

PGW (Packet Data Network
Gateway), 4

physical layer (TCP/IP),23

PII (Personal Identifiable
Information), 50

PKC (Proactive Key Caching), 61
PMIP (Proxy Mobile IP), 11
PMIPv6 (Proxy Mobile IPv6), 77

IETF network-based mobility,
78-79
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WiMAX 3GPP, 84-86
WiMAX mobility, 79-84
PoA (Point of Attachment), 4
port numbers, 25
PRACK method (SIP), 200
privacy, 50
application layer mobility and, 197
in LTE networks, 51
in SAML-based networks, 51-52
user location privacy, 220
in Wi-Fi networks, 51
private IP addresses, 21
Proactive Key Caching (PKC), 61
protocols, routing, 20
proxies
defined, 186
SIP, 202
proxy architectures, 186
Proxy Mobile IP (PMIP), 11
Proxy Mobile IPv6 (PMIPv6), 77-86
3GPP mobility, 84-86
IETF network-based mobility, 78-79
WiMAX mobility, 79-84
proxy servers (SIP), 199
pseudonyms, 50

R

RADIUS
federated identity, 42
interactions
in Mobile IPv4, 111112
in Mobile IPv6, 131, 133

roaming access

redesigning TCP/IP protocol stack,
32.See also Locator-Identifier
Separation

redirect servers (SIP), 199
REFER method (SIP), 201

REFER-based session mobility,
210-211

REGISTER method (SIP), 200
registrars (SIP), 199
registration

in DNS, 198

in Mobile IPv4, 103-105

in SIP, 199, 204-205

in user-centric mobility, 196
reliable transport layer protocols, 25
Relying Party (RP), 42
rendezvous service

in DNS, 198

in SIP, 207-208

in user-centric mobility, 196
request lines (SIP), 201202
resolvers, 29
resource pooling principle, 180
responders, 146,223
return routability procedure, 128
reverse lookup, 29

reverse tunneling in Mobile IPv4,
115-116

roaming access, 35
authentication and authorization, 36
for Internet applications, 41
in LTE nerworks, 36-39
in Wi-Fi networks, 39-40
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defined, 31
DynDNS, 52
federated identity, 41-42
for applications with SAML, 48
in LTE nerworks, 43
in Wi-Fi networks, 43-48
location information
in LTE nerworks, 49
in Wi-Fi networks, 50
privacy and security, 50
in LTE nerworks, 51

in SAML-based nerworks,
51-52

in Wi-Fi networks, 51

route optimization mode in Mobile
IPv6, 124, 126

routers, 13,19

routing
broadcast, 20
defined, 19
in Mobile IPv4, 114-119
multicast, 20-21
protocols, 20
routers, 19

Routing Locator, IP addresses as, 219.
See also Locator-Identifier
Separation

RP (Relying Party), 42

RRP messages in Mobile IPv4,
105-108

RRQ messages in Mobile IPv4,
105-108

S

SAE (System Architecture Evolution),
36

SAML (Security Assertion Markup
Language), 48

SAML-based networks, privacy and
security in, 51-52

scaling hotspots, 44

SCTP (Stream Control Transmission
Protocol), 166-179

functional overview, 167
messages, 173-179
states, 168-173

seamless mobility, 95

security, 50-51
authentication. See authentication
fast wireless LANs and, 59-62
in L'TE networks, 51
in SAML-based networks, 51-52
in Wi-Fi networks, 51

Security Assertion Markup Language
(SAML), 48

Security Parameter Index (SPI) val-
ues, 108

segments (TCP), 26
Service Provider (SP), 42
Serving Gateway (SGW), 4

Serving GPRS Support Node (SGSN),
69

Session Continuity, 213

session control in SIP, 199

session establishment in WiMAX, 81

Session Initiation Protocol (SIP)
application layer mobility, 199-214
authentication, 205-206
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capabilities, 199-200
message format, 201-204
methods, 200-201
mobility example, 208-210
registration, 204-205
rendezvous service, 207-208
session mobility, 210
3PCC-based mobiliry, 212-214

REFER-based mobility, 210-
211

session layer (TCP/IP), mobility,
191192

session mobility, 210
3PCC-based mobility, 212-214
difficulty of, 13
REFER-based mobility, 210-211
in WiMAX, 82-83

session persistence, Locator-Identifier
problem, 30

strategies for solving, 31-32
session termination in WiMAX, 84
sessions, defined, 30

SGSN (Serving GPRS Support Node),
69

SGW (Serving Gateway), 4
Shannon Limit, 9
Short Message Service (SMS), 2
shutdown state (SCTP), 173
SIP (Session Initiation Protocol)
application layer mobility, 199214
authentication, 205-206
capabilities, 199-200
message format, 201-204
methods, 200-201
mobility example, 208-210

subnetting

registration, 204-205
rendezvous service, 207-208
session mobility, 210
3PCC-based mobility, 212-214

REFER-based mobility,
210-211

SKEYSEED, 146
SLM (session layer mobility), 191-192
SMS (Short Message Service), 2
socket API, 27-28
in MPTCP, 185
sockets, 27
SP (service Provider), 42
spectral efficiency, 9
spectrum capacity, 9

SPI (Security Parameter Index) val-
ues, 108

split tunnel mode, 67

SSN (stream sequence number), 170
state cookies, 168

stateful SIP systems, 206

stateless SIP systems, 206

states in SCTP, 168-173

status codes (SIP), 202

status lines (SIP), 201-202

Stream Control Transmission Protocol
(SCTP), 166-179

functional overview, 167

messages, 173-179

states, 168-173
stream sequence number (SSN), 170
strict mode, 68
subnet anycast addresses, 130
subnetting, 17
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SUBSCRIBE/NOTIFY method (SIP)

SUBSCRIBE/NOTIFY method (SIP),
201

supplicants, 39
symmetrical mode, 67
SYN flooding attacks, 168

System Architecture Evolution (SAE),
36

-

T-PDU (Tunneled Protocol Data
Units), 70

tablets, growth in, 4
targeted identity, 52

TCP (Transmission Control Protocol),
25-26

TCP/IP, 13
five-layer model, 21-22, 219

application layer, 27-30. See
also application layer
(TCP/IP)

data link layer, 23-24. See also
data link layer (TCP/IP)

Internet (network) layer, 24. See
also network layer (TCP/IP)

physical layer, 23
session layer mobility, 191-192

transport layer, 24-26. See also
transport layer (TCP/IP)

IP (Internet Protocol), 15
packet switching, 14

redesigning protocol stack, 32. See
also Locator-Identifier Separation

TEID (Tunnel Endpoint Identifier), 70

Temporary Mobile Subscriber
Identity (TMSI), 37

terminology
IKEv2, 144-150
for Mobile IPv4, 97-100
TFT (Traffic Flow Template), 72

Third Generation Partnership Project
(3GPP), 3,36

TLM (Transport Layer Mobility)
architecture, 186-189

TMSI (Temporary Mobile Subscriber
Identity), 37

To header field (SIP), 202
top-level domains, 28

Traffic Flow Template (TFT), 72
traffic load variations, 7-8
transactions (SIP), 200

Transmission Control Protocol (TCP),
25-26

transmission sequence number (TSN),
170

transport layer (TCP/IP), 24-26

independence from application layer,
31

lower-layer mobility and, 162-164
Migrate Internet Project, 190
Migratory TCP, 190

mobility benefits, 161-162
mobility problems, 161, 165
MSOCKS, 186-187, 189
Multipath TCP, 179-185

SCTP, 166-179

Transport Layer Mobility (TLM)
architecture, 186-189

triangular routing, 116

TSN (transmission sequence number),
170

From <www.wowebook.com>



Tunnel Endpoint Identifier (TEID), 70

Tunneled Protocol Data Units
(T-PDU), 70

tunneling

bidirectional tunneling mode in
Mobile IPv6, 123

defined, 31
in Mobile IPv4, 115-116
Type 2 Routing header (IPv6), 126

U

UDP (User Datagram Protocol), 25
ULS (User Location Server), 192

Unicast Reverse Path Forwarding
(URPF), 67-68

Uniform Resource Locator (URL), 30

unreliable transport layer protocols,
25

UPDATE method (SIP), 201
URL (Uniform Resource Locator), 30

URPF (Unicast Reverse Path
Forwarding), 67-68

user agents (SIP), 199

User Datagram Protocol (UDP), 25
user location privacy, 220

User Location Server (ULS), 192
user-centric identity, 52

user-centric mobility in application
layer (TCP/IP), 195-196

'

vertical roaming
defined, 42
non-3GPP access, 43

wireless LAN controllers (WLCs), mobility between

VIA (Virtual Interface Adaptor), 89
Via header field (SIP), 202

video consumption trends, 7
Virtual Interface Adaptor (VIA), 89

Virtual Local-Access Networks
(VLAN), 180

virtual networks, defined, 97

Visited Mobile Switching Center
(MSC), 69

VLAN (Virtual Local-Access
Networks), 180

VNI (Visual Network Index), 7

W-2Z

WAN (wide-area networks), 23
well-known port numbers, 25

WEP (Wired Equivalent Privacy), 59
Wi-Fi networks

authentication and authorization in,
39-40

federated access in, 43-48

location information in, 50

privacy and security in, 51
Wi-Fi—enabled devices, 3
wide-area networks (WAN), 23

WiMAX (Worldwide Interoperability
for Microwave Access), 2

WiMAX Forum NWG implementa-
tion of Mobile IPv6, 136-139

WiMAX mobility, 79-84
Wired Equivalent Privacy (WEP), 59

wireless LAN controllers (WLCs),
mobility between, 64-68
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254  WLANSs (wireless LANs), mobility

WLANSs (wireless LANs), mobility,
58-62

across Layer 3 domains, 62-68

WLCs (wireless LAN controllers),
mobility between, 64-68

Worldwide Interoperability for
Microwave Access (WiMAX), 2
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