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Procedure With the Presence of Carrier
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Abstract—In the LTE system, uplink synchronization can be
established through the random access channel, by which timing
and frequency offsets between transceivers can be estimated and
adjusted. As the single carrier frequency division multiple access
(SC-FDMA) structure is utilized in LTE uplink, preambles for the
random access channel should be generated and detected in the
transform-domain at user equipments and the base station, re-
spectively. However, in available literature, an explicit transform-
domain signal model with respect to timing and frequency offsets
has not been provided, and the impact of frequency offsets on
the transform-domain signal is not analyzed either. Therefore,
suffering from unknown interference among multiple user equip-
ments, existing multiuser detection algorithms provide unsatisfied
multiuser detection and estimation performance. In this paper,
an explicit transform-domain signal model is first derived with
respect to both timing and frequency offsets. The characteristic of
transform-domain frequency offsets is then analyzed, which indi-
cates that transform-domain frequency offsets behave differently
with time-domain frequency offsets. After that, a multi-steps hy-
brid multiuser detection algorithm is proposed to improve the
multiuser detection and estimation performance, and the Cramër-
Rao bound to the accuracy of parameters estimation for the
random access procedure is finally obtained. Simulation results
show that the proposed algorithm is able to significantly improve
the multiuser detection and estimation performance compared to
existing ones.

Index Terms—Long term evolution, random access procedure,
multiuser detection and estimation, carrier frequency offset.

I. INTRODUCTION

IN modern orthogonal frequency division multiple access
(OFDMA) systems, synchronization, especially uplink syn-

chronization, is the very priority in establishing stabilized
communication links, and enables the transceivers to eliminate
timing and frequency uncertainties between them. With accu-
rate estimation of timing offsets, uplink synchronization could
also lower the requirement for the length of the cyclic prefix
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in suppressing inter-symbol interference, thus improving the
efficiency of resources utilization.

As for the LTE system, a physical random access channel
(PRACH) is designated for user equipments (UEs) to establish
uplink synchronization [1]. During the random access (RA)
procedure, each UE should notify its network entry by sending
a preamble, which is randomly selected from a Zadoff-Chu
(ZC) code set [2]–[4] due to the perfect orthogonality/cross-
correlation property. As the single carrier frequency division
multiple access (SC-FDMA) is adopted in LTE uplink, the
PRACH also employs the SC-FDMA structure, by which ZC
codes are actually generated in the transform-domain (TrD) [5]
and transferred into the time-domain (TD) for transmission. At
the receiver, the received RA signal, which is the superposition
of transmission signals of all active UEs after channel propa-
gation, should be transferred back into the TrD, and the base
station (BS) is required to detect active preambles and esti-
mate their corresponding parameters including timing offsets,
frequency offsets and power levels. After that, both the timing
and frequency offsets could be eliminated such that uplink
synchronization is established. With the rapid development of
the internet-of-things, a large amount of UEs, not only user
terminals but also radio nodes, need to access into the network
[6], [7], indicating that it is a challenging task to improve the
capacity and performance of the RA procedure.

In available literature [8]–[11], an implicit assumption has
been adopted that frequency uncertainties between transceivers
are small enough to be neglected, and that the BS is only re-
quired to detect possible preambles and estimate corresponding
timing offsets and power levels. By treating other preambles
as interference, a single user detection (SUD) algorithm is
utilized in the TrD by exploiting a bank of match filters, which
correlate the received RA signal with local preambles [8], [9].
If a peak correlation value exceeds a pre-defined threshold, the
preamble is deemed as active. It is revealed in [10] that the TrD
correlation processing of the SUD can be equivalently realized
by operating one inverse discrete Fourier transform (IDFT) to
lower the complexity. As the threshold for the SUD is obtained
empirically, an adaptive one is proposed in [11] to make the
SUD a constant false-alarm rate detector.

Unfortunately, in practical LTE systems, the carrier fre-
quency offset (CFO) in the PRACH is almost inevitable. On
one hand, the maximum tolerable frequency uncertainty at the
UE and BS are 0.1 and 0.05 ppm, respectively, leading at
2.5 GHz to at most 375 Hz cumulated error. As the PRACH
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subcarrier spacing is only 1.25 kHz for format 0 to 3, the CFO
actually corresponds to 30% of the PRACH subcarrier spacing,
indicating that the CFO always takes place unless oscillators
with high-precision are employed. On the other hand, in high
mobility scenarios, a Rice channel model with a large Rice
factor is always assumed so that the Doppler frequency shift on
the dominant path becomes the most challenging issue for the
PRACH [7]. Therefore, the CFO issue in the PRACH is almost
inevitable and needs to be dealt with. In literature [12]–[19], the
impact of the CFOs on the RA procedure is studied, indicating
that the CFO does have a profound impact on the property of ZC
codes, hence a further impact on the performance of the SUD.
In [12] and [13], the impact of CFOs on ZC codes is prelimi-
narily analyzed via numerical simulation, which shows that the
CFO also leads to a cyclic-shift to ZC codes like timing offsets.
When correlating a CFO affected ZC code with the local one,
besides the main correlation peak, false correlation peaks also
take place. In [14], [15], it is mathematically derived that the
cyclic-shift of a CFO affected ZC code corresponds to its root
value, which facilitates the determination of locations of false
correlation peaks. A restricted set of ZC codes for bearing the
impact of CFOs is designed in [16], [17] by taking into account
cyclic-shifts which result because of CFOs. Although cyclic-
shifts of ZC codes are introduced by CFOs, non-overlapped
ZC codes could be generated. Therefore, with the aid of the
restricted code set, correlation peaks of different codes are
supposed to appear at different locations without confusing, and
a multiple window SUD (MW-SUD) algorithm is thus utilized
to detect possible codes and estimate corresponding timing
offsets, CFOs, and power levels according to the locations and
magnitudes of both the main correlation peak and false ones
[13], [16]–[19].

However, in literature [8]–[19], there exist three problems
that restrict the development of the LTE RA procedure. Firstly,
analyses are only derived for simplicity on the basis of the code
division multiple access (CDMA) structure, which is inconsis-
tent with the SC-FDMA structure in LTE uplink, leading to
a wide gap between analyses and practical implementations.
Secondly, because of the lack of an explicit TrD RA signal
model, the characteristic of TrD CFOs that are totally different
with the TD CFO is not illustrated either. Finally, due to the
existence of channel impulse responses (CIRs), timing offsets,
and CFOs, the correlation property of ZC codes would be
damaged, giving rise to serious interference among them. As
the MW-SUD treats other active preambles as interference, its
multiuser detection and estimation performance is supposed to
be highly deteriorated.

In order to solve the problems stated above, the approaches
and contributions of this paper are summarised as follows.

• A TrD RA signal model is derived with respect to TrD
CIRs, timing offsets, and CFOs, based on which the
characteristic of TrD CFOs is illustrated, showing that
TrD CFOs behave totally different with TD CFOs;

• To improve the multiuser detection and estimation per-
formance by suppressing interference among UEs, a
multi-steps hybrid multiuser detection (MS-HMUD) al-
gorithm is proposed by exploiting in a hybrid fashion

both the methodology of successive interference cancel-
lation and the concept of iterative parameters estimation
that is within the framework of the space alter-
nating generalized expectation-maximization (SAGE)
algorithm [18];

• The Cramër-Rao bound (CRB) to the accuracy of param-
eters estimation is also derived.

As both the methodology of interference cancellation and the
SAGE algorithm are able to deal with complicated multiuser
maximum likelihood estimation (MLE) problems, existing re-
searches in [21]–[28] have exploited them to improve the trans-
mission of multiuser signals in CDMA and OFDMA systems.
However, without the assistance of established synchronization
and channel estimation, none of them can be applied into the
semi-blind multiuser detection scenario, especially that relating
to the TrD of the SC-FDMA system in LTE uplink.

This paper is arranged as follows. Section II introduces the
signal model of the PRACH in LTE systems briefly. Section III
derives the TrD RA signal model, and analyzes the effect of TrD
CFOs. In Section IV, the MS-HMUD algorithm is proposed
with some issues in detail discussed, and the CRB is also
derived. Simulation results are shown in Section V along with
discussion, and the conclusion is presented in Section VI.

The following notations are utilized throughout this paper.
Matrices and vectors are denoted by symbols in boldface,
and variables in italic. IM stands for an M × M identity ma-
trix, and 0M×N represents an M × N all-zero matrix. A =
diag{a(n), n = 0, 1, . . . , N − 1} denotes an N × N diagonal
matrix with entries a(n) along its main diagonal. Notations
(·)T , (·)†, (·)H are used for transpose, conjugate, and Hermitian
transposition, respectively. ((·))M stands for the module oper-
ation, and x((τ ))M denotes a vector x having a cyclic shift by
(τ mod M) points. �x� is the smallest integer that is not smaller
than x, and �x� is the largest integer that is smaller than or equal
to x. ∅ is defined as an empty set, and sinc(x) = sin(x)

x is defined
as the Sinc function.

II. SIGNAL MODEL

The PRACH is taken into consideration according to the LTE
standard [1]. The number of total OFDMA subcarriers is N,
among which M continuous subcarriers are allocated for UEs to
transmit code-division multiplexed preambles. After downlink
synchronization with the BS, each UE should send a preamble
to notify its network entry. The preamble is randomly selected
from a ZC code set C = [c1, . . . , cv, . . . , cV ] that is generated
in the TrD, and the code cv could be represented as

cv = [cv(0), . . . , cv(m), . . . , cv(M − 1)]T , (1)

where cv(m) is the mth element of the code cv . Note that the
code set is generated by using one or more root ZC sequences
and their cyclic-shift versions, and that the cyclic-shift versions
generated from one root sequence are ideally orthogonal with
each other.

Assuming there are B active UEs in the current PRACH, and
that the code cvb is randomly selected by the bth UE, where
b = 1, . . . , B and B < V , this code is then pre-coded by using
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Fig. 1. An illustrative diagram of the PRACH at UE sides.

an M-point discrete Fourier transform (DFT) to form the pre-
coded code in the frequency-domain (FD) as

Cvb = diag
{
Cvb(k), k = 0, 1, . . . , M − 1

}
. (2)

The pre-coded code is then mapped onto designated resources
of the PRACH. By utilizing an N-point inverse DFT (IDFT),
the transmission signal in the TD could be obtained as

svb(n) = 1√
N

M−1∑
k=0

Cvb(k) ej2π
Jk
N n, (3)

where 0 � n � N − 1, and {Jk = J0 + k, k = 0, 1, . . . , M −
1} stand for subcarrier indexes corresponding to the bandwidth
of the PRACH with J0 representing the starting index that is
designated by the system.

After that, the transmission signal of each UE is extended
with a cyclic prefix and a guard interval to occupy a time
duration of one sub-frame (i.e., 1 ms). An illustrative diagram
about the generation of the transmission signal is shown in
Fig. 1. As the PRACH is non-orthogonal but frequency-division
multiplexed with the physical uplink share channel (PUSCH),
a filter is required to separate them such that signals of PUSCH
are not taken into consideration. After propagating through their
respective multi-path channels, the transmission signals then
arrive at the BS with corresponding round-trip delays (RTDs).
By discarding the cyclic prefix and guard interval, the received
RA signal in the TD is expressed as

y(n) =
B∑

b=1

⎛⎝ej2π n
N εvb+jϕvb

dvb+L−1∑
l=dvb

hvb

(
n, l − dvb

)
svb(n − l)

⎞⎠
+ ω(n), (4)

where dvb , εvb , and ϕvb are the RTD, CFO, and initial phase of
the bth UE, and w(n) accounts for the additive white Gaussian
noise (AWGN) in the TD. Only the integrate part of the RTD is

taken into account, while the fractional part is incorporated into
the TD CIR. The maximum value of RTDs is given as dmax =
�2Rfs/νc�, where R is the radius of the cell, fs is the sampling
rate, and νc is the speed of light. The TD CIR is assumed to to
be time-varying with respect to n and have a maximum delay
spread of L − 1 samples such that hvb(n, l) = 0 for l < 0 and
l � L. The received RA signal in the TD could be represented
in the matrix form as

y =
B∑

b=1

�(εvb)
(

FHCvb�
(
dvb

)
Hvb + F

Hℵ
)

+ ω

=
B∑

b=1

�
(
εvb

)
FHCvb�

(
dvb

)
Hvb + w, (5)

where

• y = [y(0), . . . , y(n), . . . , y(N − 1)]T ;
• ω = [ω(0), . . . , ω(n), . . . , ω(N − 1)]T ;

• �(εvb) = diag
{

ej2π n
N εvb , n = 0, 1, . . . , N − 1

}
is de-

fined as the TD CFO matrix of the current UE;

• �(dvb)=diag

{
e−j2π

Jk
N dvb , k = 0, 1, . . . , M − 1

}
is de-

fined as the FD phase shift matrix which results because
of the RTD dvb ;

• F is an N-point DFT matrix, F takes M rows of F
with row indexes of {J0, . . . ,JM−1}, and the entry

(k, n) of F is represented as F(k, n) = 1√
N

e−j2π
Jk
N n, k =

0, 1, . . . , M − 1, n = 0, 1, . . . , N − 1.
• ℵ = [ℵ(0), . . . ,ℵ(f ), . . . ,ℵ(N − 1)]T is defined as the

vector of inter carrier interference (ICI) which results
because of the time varying channel, and f stands for the
index of all subcarriers;

• ℵ(f ) = 1
N

M−1∑
k=0,f �=Jk

Cvb(k)
N−1∑
n=0

Hvb(n,Jk)ej2π
Jk−f

N n is the

ICI on the f th subcarrier with Hvb(n,Jk) =∑dvb+L−1
l=dvb

hvb(n, l − dvb)e
j2π

Jk
N l;

• ξ vb
= [

have
vb

(0), . . . , have
vb

(l), .., have
vb

(L − 1)
]

represents
the average of the TD CIR vector over the time duration
of 0 ≤ n ≤ N − 1, and have

vb
(l) � 1

N

∑N−1
n=0 hvb(n, l);

• hvb = ejϕvb

[
01×dvb

ξ vb
01×(N−L−dvb )

]T
stands for the

equivalent time-invariant TD CIR of the current UE;
• Hvb = [Hvb(J0), . . . , Hvb(Jk), . . . , Hvb(JM−1)]T is de-

fined as the vector of equivalent channel frequency re-
sponses with �(dvb)Hvb = √

N · Fhvb ;

• w = ∑B
b=1 �(εvb)F

Hℵ + ω is the equivalent TD noise,
which contains both the AWGN and interference that is
resulted by the channel variation, CFO and RTD;

As we mainly focus on the PRACH with the presence of
CFOs in medium mobility scenarios, the averages of channel
taps over the time duration of 0 ≤ n ≤ N − 1 are solely taken
into account in (5), while the ICI which results because of time-
variation of channel taps is neglected and incorporated into
the equivalent noise vector w for simplicity. Note that have

vb
(l)
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only means a time averaging and is different from its ensemble
average [29]. It is also worth noticing that in high mobility
scenarios (e.g., high-speed trains), a Rice channel model is
usually taken into account [7]. In this case, the main challenging
issue would also be a large Doppler shift on the dominant path
rather than the Doppler spread on scattering paths, indicating
that this work is applicable for high mobility scenarios as well.

In this paper, possible collisions when several UEs select the
same preamble are neglected because collisions could be de-
tected by a scheduled transmission after the multiuser detection
stage. Corresponding to each detected code, a UE should send
its device identification on allocated resources in the PUSCH
in a manner of hybrid automatic repeat request [30]. In case a
collision happens, the colliding UEs would send their device
identifications on the same resources such that the BS is able
to detect one of the colliding UEs, while other UEs should then
re-initiate new RA procedures.

III. DERIVATION AND ANALYSIS OF TRANSFORM-DOMAIN

RANDOM ACCESS SIGNAL AND IMPACT OF CFO

As the ZC codes are actually generated in the TrD according
to the SC-FDMA structure, while the TrD has similar properties
with the TD, the received RA signal in (5) should therefore
be transferred back into the TrD for multiuser detection and
estimation. In this section, the TrD RA signal model is derived,
and the impact of TrD CFOs is then analyzed accordingly.

A. Transform-Domain RA Signal Model

Defining Q as an M × M DFT matrix, its entry (k, m)

is given as Q(k, m) = 1√
M

e−j2π k
M m, k = 0, 1, . . . , M − 1, m =

0, 1, . . . , M − 1. As the TrD and FD are related by Q, by using
the property that the IDFT of the FD multiplication is equivalent
to the TrD cyclic convolution, we have

QHCvb�
(
dvb

)
Hvb = cvb 
 gvb

= �vbgvb
, (6)

where gvb
= √

1/M · QH�(dvb)Hvb = √
N/M · QHFhvb =√

N/M · Ghvb = [gvb(0), . . . , gvb(m), . . . , gvb(M − 1)]T is
the TrD CIR, 
 stands for the discrete cyclic convolu-
tion operation, �vb is a Toeplitz matrix defined as �vb =
[cvb((0))M cvb((m))M cvb((M − 1))M], and cvb((m))M =
[cvb(M − m), . . . , cvb(0), . . . , cvb(M − m − 1)]T is a cyclic-
shift version of cvb by m points. G � QHF is defined as an
M × N transfer matrix from the TD to TrD with its entry (m, n)

given as [31]

G(m, n) =
M−1∑
k=0

Q†(k, m)F(k, n)

= 1√
M3N

e−j2π
J0
N nejπ M−1

M

(
m− M

N n
)
· χ(m, n), (7)

where

χ(m, n) = sinc
[
π
(
m − M

N n
)]

sinc
[

π
M

(
m − M

N n
)] . (8)

As 0 � m � M − 1 and 0 � n � N − 1, we have −M + M
N �

m − M
N n � M − 1. When n = m = 0, χ(0, 0) = M. When m �=

0 or n �= 0, sinc
[

π
M

(
m − M

N n
)]

> 0 is within its main lobe.
Therefore, χ(m, n) is actually a sinc-like function for each
possible value of m with its peak value located at m = M

N n.
By using the transfer function G as well as the scaling factor
M/N, it can be known that the energy of the TrD CIR mainly
concentrates on the interval L0 = {m = 0, 1, . . . , τmax}, where
L0 is named as the detection interval for the current code,
τmax � �M/N(dmax + L − 1)� ≤ Mcs is deemed as the maxi-
mum delay spread of the TrD CIR, and Mcs is defined as the
length of the cyclic-shift of each code.

According to the derivations above, the TD RA signal in (5)
could then be represented in an equivalent way as

y =
B∑

b=1

�
(
εvb

)
GH�vbgvb

+ w. (9)

By using the transfer function G and the TD RA signal, the TrD
RA signal is eventually derived as

r = Gy =
B∑

b=1

G�
(
εvb

)
GH�vbgvb

+ � , (10)

where � = Gw = [	(0), . . . ,	(m), . . . ,	(M − 1)]T is the
TrD AWGN. In what follows, both the TD and TrD signal
models in (9) and (10) would be utilized for the following
analyses and derivations.

B. Analysis of Transform-Domain CFO

In (10), we define �vb � G
(εvb)G
H as the TrD CFO matrix

of the bth UE, and its entry (m, m′) is given as

�vb(m, m′) =
N−1∑
n=0

G(m, n)G†(m′, n)ej2π n
N εvb

= 1

M3N

N−1∑
n=0

ejπ M−1
M (m−m′)χ(m, n)χ(m′, n)ej2π n

N εvb .

(11)

As �vb is not a diagonal matrix, extra interference is supposed
to be introduced into the TrD signal. To illustrate the character-
istic of the TrD CFO matrix, diagonal elements of �vb are first
analyzed as follows

�vb(m, m) = 1

M3N

N−1∑
n=0

χ2(m, n)ej2π n
N εvb . (12)

It is seen that each diagonal entry of �vb is a summation of
elements of a linear TD CFO weighted by χ2(m, n), and the
weighting function χ2(m, n) is given as

χ2(m, n) = sinc
[
π
(
m − M

N n
)]2

sinc
[

π
M

(
m − M

N n
)]2 . (13)
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As diagonal entries of the TrD and TD CFO matrices are
related by χ2(m, n), where m stands for TrD samples and n
TD samples, we can replace TD samples n with a continuous
variable t ∈ [0, N − 1], which makes χ2(m, n) time-continuous
in the TD, i.e.,

χ2(m, t) = sinc
[
π
(
m − M

N t
)]2

sinc
[

π
M

(
m − M

N t
)]2 . (14)

In order to fully represent the characteristic of the TrD
CFO matrix, we re-sample χ2(m, t) by slightly changing the
sampling rate on n. Assuming the sampling interval is � =

N
M

, where  ≥ 1 is an integer, there are total M samples,

and the sampling points are expressed as tnκ = nκ� = N
M ·

nκ


with nκ = 0, 1, . . . , M − 1. We represent nκ/ = κ +

ι/, where κ = �nκ/� ∈ {0, 1, . . . , M − 1} stands for the in-
tegrate part, and ι ∈ {0, 1, . . . ,  − 1} is a multiplier of 1


to represent the fractional part. Therefore, we have tnκ =
nκ� = N

M · nκ


= N

M (κ + ι

). When nκ/ ∈ {0, 1, . . . , M − 1},

i.e., tnκ ∈ N
M {0, 1, . . . , M − 1}, χ2(m, tnκ ) achieves its peak or

zero-crossing points with  − 1 samples located between any
two neighboring zero-crossing points or between the peak
and its adjacent zero-crossing points. By using the resam-
pled signals, the diagonal entries of �vb could then be re-
expressed as

�vb(m, m)= 1

M3N

M−1∑
nk=0

χ2(m, nk�)ej2π
nk�

N εvb

= 1

M3N

M−1∑
κ=0

−1∑
ι=0

χ2
(

m,
N

M

(
κ+ ι



))
e

j2π 1
M

(
κ+ ι



)
εvb .

(15)

Inspection of (15) shows that for any value of m the diagonal
entry �vb(m, m) is a summation of M quantities. By only
taking into account the re-sampled diagonal entries �vb(m, m),
a new diagonal matrix is formed as

Dvb = diag
{
�vb(m, m), m = 0, 1, . . . , M − 1

}
. (16)

To proceed further the derivations above, it is worth noting

that the peak value of χ2
(

m, N
M (κ + ι


)
)

actually relates to

the value of m. Corresponding to any value of m, we can
further express κ + ι/ = ((m + κ ′ + ι′/))M , where κ ′ and ι′
are also chosen from {0, 1, . . . , M − 1} and {0, 1, . . . ,  − 1}
respectively, and the matrix Dvb could thus be decomposed as

Dvb = 1

M3N

M−1∑
κ ′=0

−1∑
ι′=0

χ2
(

m,
N

M

(
(m + κ ′ + ι′/)

)
M

)
× ξ vb

(κ ′, ι′), (17)

where

ξ vb
(κ ′, ι′) = diag

{
ej2π

((m+κ ′+ι′/))M
M εvb , m = 0, . . . , M − 1

}
.

(18)

Similar to the TD CFO matrix �(εvb), ξ vb
(κ ′, ι′) is actually

the TrD CFO matrix with respect to m and has an initial
phase relating to both κ ′ and ι′. Therefore, Dvb could be
decomposed into a summation of M TrD CFOs that are im-
pacted by different initial phases and weighting coefficients of
χ2(m, N

M ((m + κ ′ + ι′/))M), indicating that Dvb only results
in an impact of TrD CFOs rather than extra interference.

On the other hand, defining Evb = �vb − Dvb , inspection of
(11) shows that the peak value of any χ(m, nk�) corresponds to
a zero-crossing point of χ(m′, nk�) when m �= m′. Therefore,
the quantities �vb(m, m′) are supposed to be much smaller
than that of diagonal entries �vb(m, m), and Evb is deemed
as the CFO interference matrix. Furthermore, our analyses are

based on the resampled quantities of χ2(m, tnκ ) and ej2π
tnκ
N εvb

with respect to the fractional sampling interval �. As n ∈ Z

and nκ �= n, the sampling interval should be properly selected
to make χ2(m, tnκ ) approach χ2(m, n) as close as possible,
and the quantization error would also take place due to the
mismatch of the sampling intervals, leading to a much more
complicated problem. Note that the quantization error is also
incorporated into Evb as interference, and Dvb in (17) is utilized
for the following analyses.

IV. PROPOSED MULTI-STEPS HYBRID MULTIUSER

DETECTION ALGORITHM

Generally, during the RA procedure, since the cardinality of
the code set is always much larger than the number of active
codes and activities of preambles are also blind to the BS, the
multiuser detector at the BS is required to be designed in a semi-
blind way. In this case, we define the set of all possible code
indexes as 	 = {1, 2, . . . , V}, and the TD RA signal model in
(9) could be equivalently re-expressed as

y =
∑
v∈	

�(εv)GH�vgv + w, (19)

where the activity, RTD, and power of the code cv are hidden in
gv . If a code is inactive, its TrD CIR is deemed as gv = 0M×1;
Otherwise, the activity and parameters of this code could be
detected and estimated by exploiting gv .

To detect the activities and estimate the parameters of all
possible codes simultaneously, the MLE could be utilized in
theory. For a code cv , its parameters that are required to be
estimated are εv and gv . Define ε = [ε1, . . . , εv, . . . , εV ] and
g = [g1, . . . , gv, . . . , gV ] as the sets that contain CFOs and
TrD CIRs of all possible codes, respectively. The MLE for all
possible codes is given as

{̂ε ĝ} = arg min
∥∥∥y −

∑
v∈	

�(εv)GH�vgv

∥∥∥2
, (20)

where ε̂ and ĝ are estimates of ε and g, respectively. However,
the MLE operation requires an exhaustive search over the multi-
dimensional space spanned by ε and g. If there are Nε̃ possible
values of ε, and Ñg possible values for each gv(m), the total
complexity would be NVM

g̃ NV
ε̃ , which shows that the MLE is

prohibitively complex for practical implementation.
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Fig. 2. A flow chart of the proposed MS-HMUD algorithm.

To circumvent this tractable problem, the MW-SUD is usu-
ally utilized [13], [16]–[19], which is actually the MLE for each
possible code as follows

{̂εv ĝv} = arg min
∥∥y − �(εv)GH�vgv

∥∥2
, (21)

where ε̂v and ĝv are estimates of εv and gv , respectively. It
can be seen that the SUD is operated by deeming the signals
of other preambles as interference, which leads to unsatisfied
detection and estimation performance. In this case, the MS-
HMUD algorithm is proposed to deal with this problem.

A. Multi-Steps Hybrid Multiuser Detection

As there is no extra information but local preambles that can
assist in the multiuser detection and estimation, the proposed
MS-HMUD algorithm is designed into an adaptive way that
consists of semi-blind multiuser detection, hybrid parameters
estimation, and interference cancellation. This leads to that the
proposed MS-HMUD algorithm consists of loops and steps,
and three steps constitute one loop. A flow chart of the proposed
MS-HMUD algorithm is illustrated in Fig. 2, and the processing
in each step is summarized as follows.

• At the first step, initial detection is first implemented
by using the MW-SUD algorithm [13], [16]–[19], and
Vα codes are assumed to be detected. Note that at the
first step only a group of codes that are strong enough
could be detected, and that the detection results are not
guaranteed such that these detected codes should be re-
detected by suppressing mutual interference among them.

• At the second step, re-detection and estimation are im-
plemented within the framework of the SAGE algorithm.

This further leads to iterations and stages at the second
step, and Vα stages make an iteration with one code
re-detected and estimated at each stage. Estimates of
parameters are updated over iterations, and the iterations
proceed until no more significant changes is observed.

• At the third step, according to the detection and estima-
tion results, interference cancellation could be realized
by cancelling the reconstructed signals from the received
signal, which makes it possible for weak codes to be de-
tected. The interference cancelled signal is then utilized
for the next loop, and the loops proceed until no more
codes could be detected by the initial detection.

1) Initial Detection: Define the loop index as i, and that a set
of indexes of codes that have been detected in previous loops
as 	(i−1) = {u(i−1)

a , a = 1, . . . , U(i−1)} ⊂ 	, where U(i−1) is
the number of detected codes in previous loops. Note that u is
utilized to represent indexes of detected codes and v undetected
ones, while U is used to stand for the number of detected codes
and V undetected ones. With a little distortion in using the
mathematical expression, the set of indexes of undetected codes
in the ith loop is defined as 	 \ 	(i−1) with its cardinality being
V − U(i−1). Defining ε̂u and ĝu, u ∈ 	(i−1) as the estimation
results of detected codes, the TD interference-cancelled signal
in the ith loop could be represented as

y(i) = y −
∑

u∈	(i−1)

�(̂εu)GH�ûgu

=
∑

v∈	\	(i−1)

�(εv)GH�vgv + w(i), (22)

where w(i) stands for the equivalent TD noise that contains the
AWGN and residual interference of cancelled codes, i.e.,

w(i) = w +
∑

u∈	(i−1)

{
�(εu)GH�ugu − �(̂εu)GH�ûgu

}
. (23)

As the TrD signal relates to the TD signal by the transfer
function G, and the TrD CFO matrix �v could be decomposed
into Dv and Ev , in the ith loop, the TrD interference-cancelled
signal could then be expressed as

r(i) = Gy(i) =
∑

v∈	\	(i−1)

�v�vgv + Gw(i)

=
∑

v∈	\	(i−1)

Dv�vgv + � (i), (24)

where � (i) stands for the equivalent TrD noise that contains
not only the AWGN and residual interference of cancelled
codes but also the interference which results because of the
interference part of the TrD CFO matrix, i.e.,

� (i) =
∑

v∈	\	(i−1)

Ev�vgv + Gw(i). (25)

In (24), as it is obvious that Dv�vgv = Dv(cv 
 gv) =∑M−1
m=0 gv(m)Dvcv((m))M , the signal of each possible code can

be deemed as a summation of its replicas which are weighted
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by both TrD CIRs and TrD CFOs that are further impacted by
different initial phases and weighting coefficients.

Assuming the root value of the code cv is γ and the length
of its cyclic-shift is qMcs with q ∈ {0, 1, . . . , �M/Mcs�}, the
expression of the code is given as

cv(m) = e−jπγ
(m+qMcs)(m+qMcs+1)

M . (26)

In order to represent the property of ZC codes, we take into
consideration one CFO affected ZC code, which is shown in
[14], [15] that

c̃v(m) � cv(m)ej2π m
M εv

= ψe−jπγ
(m+qMcs±pγ−1)(m+qMcs±pγ−1+1)

M ej2π m
M (εv±p), (27)

where ψ = ej π
M (±2qMcsp+p2γ −1±p) is a constant, and p ∈ Z, p >

0 is introduced to represent an integral multiplier of γ −1.
When εv = ∓p ∈ Z, p > 0, the code cv becomes another

code c̃v , meaning that the CFO of ∓p causes a cyclic-shift of
τ

(±p)
γ � ((±pγ −1))M . Otherwise, when εv �= ∓p ∈ Z, p > 0,

ej2π m
M (εv±p) �= 1 such that the resulted new code is also affected

by a CFO of ej2π m
M (εv±p). In other words, if εv �= 0, false

correlation peaks are supposed to take place in other intervals
when correlating a CFO affected code with its local version.
In this case, the detection intervals of each possible code be-
come L±p = {m = ((τ

(±p)
γ ))M, . . . , ((τ

(±p)
γ + τmax))M}. When

εv < p, 2p + 1 correlation peaks are possible to take place at
Lp′ , p′ = 0,±1, . . . ,±p.

According to the analyses above, the MW-SUD algorithm
could be utilized to detect the CFO affected codes in possible
intervals Lp′, p′ = 0,±1, . . . ,±p. By deeming other codes as
interference, the MW-SUD is also implemented by exploiting
a bank of TrD correlators, and each correlation processing is
defined based on the TrD signal model in (24) as

R
(
�v |r(i)

)
=
[
R(i)

v (0), . . . ,R(i)
v (m), . . . ,R(i)

v (M − 1)
]T

=�H
v ·r(i) =

∑
v∈	\	(i−1)

�H
v Dv�vgv+�H

v � (i).

(28)

As Dv is a combination of TrD CFOs that are impacted by
different initial phases and weighting coefficients, possible cor-
relation peaks should also appear at Lp′ , p′ = 0,±1, . . . ,±p.
The detection metric of the MW-SUD is therefore given as

ϒ(i)
v = arg max

m∈Lp′

1

σ̂
(i)
v

∣∣∣R(i)
v (m)

∣∣∣ , p′ = 0,±1, . . . ,±p, (29)

where σ̂
(i)2
v is the estimation of noise variance, i.e.,

σ̂ (i)2
v = 1

|�v|
∑

m∈�v

∣∣∣R(i)
v (m)

∣∣∣2 , (30)

and �v is defined as the interval for the vth code to estimate
the variance of noises and interference, |�v| is defined as
the cardinality of �v . Note that �v is a set of TrD sample

indexes and it can be obtained by excluding from indexes
of {0, 1, . . . , M − 1} all the indexes of cyclic-shift regions of
codes that are generated from the same root as the vth code’s.

If ϒ
(i)
v > λ, this code is deemed as active; Otherwise, it

is inactive. As the CFO matrix Dv is pretty complicated, in
available literature [19], estimates of TrD CIRs are unable
to be derived, while CFOs, RTDs and power levels are only
coarsely estimated according to the locations and magnitudes
of peak correlation values. This leads to a fact that the MW-
SUD algorithm is unable to adopt the interference cancellation
processing due to missing or inaccurate parameters estimation,
thus suffering from an inverse impact of serious interference.
Therefore, at the second step of the MS-HMUD, a joint mul-
tiuser detection and estimation algorithm within the framework
of the SAGE algorithm is proposed to re-check the detected
codes and estimate their parameters precisely, while suppress-
ing mutual interference among them.

2) Re-Detection and Parameters Estimation: In the ith loop,
assuming V(i)

α codes have been detected by the initial de-
tection at the first step, their indexes are defined as a set
ϑ (i) = {v(i)

a , a = 1, 2, . . . , V(i)
α }. In order to avoid error prop-

agation, the codes should be re-detected and estimated in
an order from strong to weak. As the second step is pro-
ceeded over iterations, at the first iteration, the code indexes
should be re-ordered as ϑ(i) = {v(i)

a , a = 1, 2, . . . , V(i)
α } →

ϑ (i) = {v(i)(1)
α , α = 1, 2, . . . , V(i)

α } by re-arranging the detec-
tion metrics in (29) in a descend order, where {v(i)(j)

α , j =
1, . . . , jmax} are defined as re-ordered code indexes at the
jth iteration, and jmax is the maximum number of iterations.
Furthermore, as the estimates of all detected codes are updated
from one stage to another according to the re-ordered indexes,
at the jth iteration, for a code cv with v ∈ ϑ (i), we define a set of
indexes of updated codes as ϑ

(i)(j)
v , and that of un-updated codes

as ϑ
(i)(j−1)
v . Note that v �∈ ϑ

(i)(j)
v or ϑ

(i)(j−1)
v , that ϑ

(i)(j)
v ⊂ ϑ (i)

and ϑ
(i)(j−1)
v ⊂ ϑ (i), and that ϑ

(i)(j)
v ∩ ϑ

(i)(j−1)
v = ∅.

Unlike the MW-SUD algorithm, since both the TrD CIRs
and the CFOs could be estimated and updated alternately by
using SAGE algorithm, interference among detected codes
could be mitigated to facilitate the re-detection and estima-
tion for each code. Defining the signal of each possible code
as zv = �(εv)GH�vgv with its estimation at the jth iteration
given as ẑ(j)

v = �(̂ε
(j)
v )GH�v ĝ(j)

v , the second step is initialized
by setting the iteration number j = 1 and ẑ(0)

v = 0N×1. The
expectation step (E-step) and maximization step (M-step) of the
MW-HMUD algorithm are presented as follows.

E-Step: At the jth iteration, compute

y(j)
v = y(i) −

∑
u∈ϑ

(i)(j)
v

ẑ(j)
u −

∑
u∈ϑ

(i)(j−1)
v

ẑ(j−1)
u = zv + η(j)

v , (31)

where

η(j)
v =

∑
u∈ϑ

(i)(j)
v

[
zu − ẑ(j)

u

]
+

∑
u∈ϑ

(i)(j−1)
v

[
zu − ẑ(j−1)

u

]
+ w(i).

(32)

Signal decomposition in (31) is first implemented to separate
a complicated ML problem into V(i)

α simpler ones. Note that
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η
(j)
v is a disturbance term that consists of AWGN and residual

interference at the jth iteration, and entries of η
(j)
v are nearly

complex Gaussian distributed with zero-mean and variance
of σ

(j)2
v IN [27]. According to the terminology of the SAGE

algorithm, at the jth iteration, y(j)
v is viewed as the observed

data, gv is deemed as the missing data, and [y(j)
v gv] is regarded

as the complete data. A conditional log-likelihood function of
each code is then constructed as follows [27].

�
(
εv |̂ε(j−1)

v

)
� E

gv |y(j)
v ,̂ε

(j−1)
v

{
ln
[
P
(

y(j)
v |gv, εv

)]}
. (33)

M-Step: Compute

ε̂(j)
v = arg max

∣∣∣� (
εv |̂ε(j−1)

v

)∣∣∣ . (34)

As G is a transfer function and elements of hv follow com-
plex Gaussian distribution, gv = √

N/M · Ghv leads to a fact
that elements of gv also follow complex Gaussian distribution.
Defining the covariance matrix of gv as Vgv

= E{gvgH
v }, the

probability density function (PDF) of gv is given as

P(gv) = 1

πMdet(Vgv
)
e−gH

v Vgv gv . (35)

In (33), ln
[
P
(

y(j)
v |gv, εv

)]
and P

(
y(j)
v |gv, ε̂

(j−1)
v

)
have

PDFs as follows

ln
[
P
(

y(j)
v |gv, εv

)]
= −Nln

(
πσ (j)2

v

)
− 1

σ
(j)2
v

∥∥∥y(j)
v − zv

∥∥∥2
(36)

P
(

y(j)
v |gv, ε̂

(j−1)
v

)

= 1(
πσ

(j)2
v

)N e

− 1(
πσ

(j)2
v

)N ∥∥∥y(j)
v − �

(̂
ε(j−1)
v

)
GH�vgv

∥∥∥2
,

(37)

By using these equations above, it can be obtained that

P
(

gv |y(j)
v , ε̂(j−1)

v

)
∝ P

(
y(j)
v |gv, ε̂

(j−1)
v

)
P(gv), (38)

and after some algebra we can obtain that

P
(

gv|y(j)
v , ε̂(j−1)

v

)
∼ N

(
μ(j)

v ,(j)
v

)
, (39)

where ⎧⎪⎨⎪⎩
μ

(j)
v = 1

Mσ
(j)2
v


(i−1)
v �H

v G�H
(̂
ε
(j−1)
v

)
y(j)
v


(j)
v =

(
V−1

gv
+ 1

σ
(j)2
v

IM

)−1

.
(40)

Note that the TrD CIR gv has a conditional expectation of
μ

(j)
v , which is actually the minimum mean square error (MMSE)

estimation of gv conditioned by ε̂
(j−1)
v . However, as the BS

is unable to obtain both Vgv
and σ

(j)
v , the least square (LS)

estimation of gv could be utilized instead as follows

ĝ(j)
v = 1

M
�H

v

(
G�H

(̂
ε(j−1)
v

)
y(j)
v

)
(41)

The conditional log-likelihood function is then derived as

�
(̃
ε | ε̂(j−1)

v

)
∝ 2�

{(
y(j)
v

)H
�(̃ε)

(
GH�v ĝ(j)

v

)}
, (42)

where ε̃ ∈ � is a trial of possible CFOs, and � is the set of
possible CFOs. The estimate of the CFO ε̂

(j)
v at the current

iteration could then be obtained by maximizing the conditional
log-likelihood function above. Inspection of (41) shows that
the TrD CIR is estimated by compensating the TD CFO and
correlating the CFO compensated TrD signal with local codes.
Also, it is shown in (42) that the CFO could be estimated in a
grid-search fashion by correlating the re-constructed TD signal
with each possible CFO compensated TD signal.

However, three major problems arise, impeding the imple-
mentation of the derived E-Step in (41) and M-Step in (42).
Firstly, as the PRACH has no assistance of pilots or training
sequences in initial estimation, none of the TrD CIR and CFO
could be estimated preferentially due to their mutual depen-
dency as well as the complicated TrD signal model. Secondly,
incorrectly compensated CFO in (41) would lead to incorrect
TrD CIR estimation, which inversely impacts the re-detection
operation. Finally, since the CFO is estimated in a grid-search
fashion with N � M, the TD correlation processing would
result in much more computational burden than the TrD cor-
relation processing. In this case, to alleviate the computational
complexity, the mutual dependency between the TrD CIR and
the CFO is utilized to realize the joint estimation on them, and
the E-Step and M-Step could then be re-expressed as follows.

E-Step: At the jth iteration, compute y(j)
v = zv + η

(j)
v accord-

ing to (31). The log-likelihood function conditioned by possible
values of the CFO is represented as

ln
[
P
(

y(j)
v |gv, ε̃

)]
∝ −

∥∥∥y(j)
v − �(̃ε)GH�vgv

∥∥∥2
, (43)

According to (41), compute the LS estimation of gv condi-
tioned by different ε̃ as

ĝ(j)
v (̃ε) =

[̂
g(j)
v (̃ε, m), m = 0, 1, . . . , M − 1

]T

= arg max
{

ln
[
P
(

y(j)
v |gv, ε̃

)]}
= 1

M
�H

v

(
G�H (̃ε)y(j)

v

)
. (44)

M-Step: Compute

ε̂(j)
v = arg max

ε̃∈�

{
max
m∈L0

∣∣∣̂g(j)
v (̃ε, m)

∣∣∣} , (45)

In the M-Step, once the CFO is precisely compensated, only
one correlation peak would appear and would only appear in
the main interval L0. Therefore, estimates of the TrD CIR in L0
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TABLE I
COMPARISON OF COMPLEXITIES IN TERMS OF THE NUMBER OF REAL MULTIPLICATIONS

are only utilized for the estimation of the CFO in (45), and the
detection metric of the current code is then given as

ϒ(j)
v = 1

σ̂
(j)
v

max
m∈L0

∣∣∣̂g(j)
v

(̂
ε(j)
v , m

)∣∣∣ , (46)

where

σ̂ (j)2
v = 1

|�v|
∑

m∈�v

∣∣∣̂g(j)
v

(̂
ε(j)
v , m

)∣∣∣2 . (47)

The estimation of the TrD CIR is finally given as

ĝ(j)
v =

{
� · ĝ(j)

v

(̂
ε
(j)
v

)
, if ϒ

(j)
v > λ

0M×1, if ϒ
(j)
v < λ.

(48)

where � = diag{
τmax︷ ︸︸ ︷

1, 1, . . . , 1

M−τmax︷ ︸︸ ︷
0, 0, . . . , 0} is a weighting matrix,

meaning that only the TrD channel taps in the main interval
L0 are reserved as the TrD CIR estimation due to fact that
the energy of the TrD CIR mainly concentrates in the main
interval L0. It can be seen in (45)–(48) that both the CFO
and the TrD CIR could be jointly estimated, and the detection
threshold is also introduced in (48) to implement re-detection
for each code. At the end of each iteration, the code indexes
should be re-ordered from strong to weak according to (46) as
ϑ (i) = {v(i)(j+1)

α , α = 1, 2, . . . , V(i)
α }.

After jmax iterations, estimates of CFOs, TrD CIRs, RTDs,
and power levels of the codes in ϑ(i) are finally given as⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ε̂v = ε̂
(jmax)
v

ĝv = ĝ(jmax)
v

d̂v = arg maxm∈L0

∣∣∣̂g(jmax)
v

(̂
ε
(jmax)
v , m

)∣∣∣
P̂v = ∑

m∈L0

∣∣∣̂g(jmax)
v

(̂
ε
(jmax)
v , m

)∣∣∣2
(49)

3) Interference Cancellation and Termination: During the
ith loop, assuming U(i)

α (≤ V(i)
α ) codes have been deemed as

active at the second step, their indexes are defined as θ (i) =
{u(i)

α , α = 1, 2, . . . , U(i)
α } ⊆ ϑ (i). According to the estimation

results in (49), the signal of each detected code is then re-
constructed as ẑ(i)

u = � (̂εu) GH�ûgu, u ∈ θ (i), and the interfer-
ence cancellation processing is implemented for the (i + 1)th

loop as follows

y(i+1) = y(i) −
∑

u∈θ(i)

ẑ(i)
u (50)

The interference-cancelled signal y(i+1) is transferred to the
first step for the next loop, and the set of detected code indexes

up to the (i + 1)th loop is then given as 	(i) = 	(i−1) ∪ θ (i)

with its cardinality becoming U(i) = U(i−1) + U(i)
α .

The MS-HMUD should operate until no more new codes
can be detected by the initial detection. Assuming the MS-
HMUD terminates during the ithmax loop, indexes of detected

codes are finally represented as 	(imax−1), and estimates of their
parameters are given according to (49) in each loop.

B. Remarks

1) Intuitively speaking, iterations at the second step should
terminate when there is no more significant variation
observed in the log-likelihood function in (43). To reduce
the system complexity, a simpler stopping criterion is
used that the iterations should stop at a pre-designed
maximum number of iterations jmax, and the maximum
number of iterations jmax would be further analyzed via
simulation results in Section V.

2) The threshold λ should be designed to make the MS-
HMUD a constant false-alarm rate detector. If a code
is invalid, the detection metrics in (29) and (46) could
be deemed as normalized Rayleigh distributed variables.
A false-alarm occurs when the detection metric exceeds
the threshold, which is given as λ = F

−1
Ray(1 − Pfa), where

F
−1
Ray(·) is defined as the normalized inverse cumulative

distribution function of a Rayleigh variable, and Pfa is
the probability of the desired false-alarm rate.

3) It is worth noting that the processing in (28), (41),
and (44) is actually the TrD correlation. However, as
the TrD correlation processing also requires too much
computational resources, by using the equations in (6),
the TrD correlation processing could be equivalently
implemented by applying an IDFT on the conjugate-
multiplication of one DFT-precoded code with the FD
signal [10]. Further, since the inverse fast Fourier trans-
form (IFFT) could significantly reduce the complexity
of the IDFT, the FD signal is usually padded to make
M a power of 2, and an M-point IFFT is therefore
utilized to reduce the complexity. Defining the number
of loops as jmax and that the cardinality of � as Nε̃ , the
approximate complexity of the proposed MS-HMUD is
given in Table I. Because a real multiplication takes much
more hardware resources than that of a real addition,
we present the complexity by using the number of real
multiplications. The value of imax and the comparison
of complexity between the algorithms would be further
analyzed by simulation results in Section V.

4) In Table I, it can be observed that the main computational
burden of the proposed algorithm depends on the second
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step, at which the number of possible CFOs is the main
factor that determines the complexity. This indicates that
the number of CFO searches should be managed to reduce
the computational burden. To deal with this, we could first
coarsely estimate the CFO with a coarse searching step,
and then precisely estimate it within its possible range
with a precise searching step.

C. Cramër-Rao Bound for LTE Random Access Procedure

In this subsection, as the limiting performance of parameters
estimation for the LTE RA procedure has not been provided
before, the CRB for the estimation of the CFO, RTD, and
power level is derived. To obtain the “best-case” performance
and for simplicity, interference among active UEs is neglected,
and we only take into account the CRB for a single active
UE by simplifying the signal model in (5) as y = zv + w =
�(εv)FHCv�(dv)Hv + w. The real and imaginary parts of
Hv are called HR

v and H�
v , respectively. Denoting by ζ =

[HR
v H�

v dv εv] the vector of parameters of one active UE,
the Fisher information matrix (FIM) is represented as

[FIM]i,j = −E

{
∂2lnP(y|ζ )

∂ζi∂ζj

}
, 1 ≤ i, j ≤ 2M + 2, (51)

where ζ� is the �th element of ζ . After some common computa-
tions, the FIM is given by

FIM = 2

σ 2
n

(
I2M u
uT U

)
, (52)

where

u =
(�{THHv} � {�H(dv)CH

v FLFHCv�(dv)Hv

}
�{THHv} � {�H(dv)CH

v FLFHCv�(dv)Hv

})

U =
(

‖THHv‖2
μd,ε

μd,ε

∥∥LHFHCv�(dv)Hv

∥∥2

)
μd,ε = � {HH

v �H(dv)CH
v FLFHCv�(dv)THv

}
T = diag

{
−j2π

Jk

N
, k = 0, 1, . . . , M − 1

}
L = diag

{
j2π

n

N
, n = 0, 1, . . . , N − 1

}
.

As it is known that Hv also follows complex Gaussian
distribution with zero-mean and a variance matrix of VHv

=
E{HvHH

v }, the CRB could be loosened by integrating the FIM
over the distribution of Hv , i.e.,

FIM = 2

σ 2
n

(
I2M 02M×2

02×2M U′
)

, (53)

where

U′ =
(

tr
(
VHv

T2) EHv
{μd,ε}

EHv {μd,ε} tr
(
�H(dv)CH

v FL2FHCv�(dv)VHv

)) .

(54)

The inverse of the FIM is found to be

F−1
IM = σ 2

n

2

(
I2M 02M×2

02×2M U′−1

)
. (55)

Therefore, the CRB to the accuracy of dv and εv is given as

CRB(dv) ≈ σ 2
n

2|U′| tr
(
�H(dv)CH

v FL2FHCv�(dv)VHv

)
, (56)

CRB(εv) ≈ σ 2
n

2|U′| tr
(

VHv T2
)

. (57)

As it known that Pv = 1
M ‖Hv‖2, the CRB to the accuracy of Pv

is given as

CRB(Pv) ≈ σ 2
n

2
δδT = σ 2

n

2M2
tr
(
VHv

)
, (58)

where δ= 1
M

[
(HR

v )T (H�
v )T 01×2

]
is the gradient of Pv over ζ .

V. SIMULATION RESULTS

A. Simulation Parameters

According to LTE standards [1], the number of total subcar-
riers for the PRACH is 12288 with a cyclic prefix composed
of 1584 samples, and the sampling frequency is 15.36 MHz.
The total bandwidth of the LTE system is 10 MHz, and the
carrier frequency is 2.5GHz. The format of the PRACH is
0, and the subcarrier spacing of the PRACH is 1.25 kHz.
The bandwidth of the PRACH is 1.08 MHz corresponding to
864 subcarriers, among which 839 are utilized to transmit DFT-
precoded ZC codes. The cardinality of the code set is 64,
in which 54 codes are utilized in the simulation with other
10 codes preserved for non-contention based RA. The ZC codes
are generated according to the restricted code set with the length
of the cyclic-shift given as 22, and the cell radius is 2.3 km
such that the maximum RTD is 235 samples. Throughout the
simulation, the false-alarm rate is kept around 1 × 10−3, and
the channel model is the Extended-ITU Typical Urban channel
with the maximum vehicle speed being 60 km/h [3].

In LTE systems, although the initial power control mech-
anisms has been employed to compensate the path-loss [30],
power differences among UEs (i.e., the near-far effect) always
exist due to the existence of power estimation errors, shadow
fading, small-scale fading, and the power ramping mechanism,
etc. In order to represent the near-far effect, the signal-to-
noise ratio (SNR) of each UE is uniformly distributed in
[0, 10] dB or [0, 20] dB, and the SNR in [0, 20] dB represents
more severe near-far effect than the SNR in [0, 10] dB. As
stated in the introduction, we consider a CFO of 375 Hz,
corresponding to which the maximum CFO in the PRACH is
0.3 (< 1) of the subcarrier spacing. In this case, we have p = 1
and p′ = 0,±1 such that only three intervals are utilized for the
initial detection of the MS-HMUD. The coarse searching step is
chosen as 0.1 and the precise searching step is chosen as 0.05.
In this case, ε̃ = ±0.3,±0.2,±0.1, 0 should first be used for
a coarse estimation of the CFO, and then the CFO is precisely
estimated in possible ranges of [̃ε − 0.05, ε̃ + 0.05] with the
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Fig. 3. Miss-detection performance of the MS-HMUD with respect to differ-
ent numbers of iterations jmax with 6 or 10 active UEs.

Fig. 4. Complexity of the MS-HMUD with respect to different numbers of
iterations jmax with 6 or 10 active UEs.

precise searching step being 0.05. Therefore, the number of
possible CFOs is Nε̃ = 8.

B. Performance Evaluation

Case 1: Selection of Maximum Number of Iterations for
the Second Step of the MS-HMUD: Figs. 3 and 4 show the
miss-detection performance and complexity of the proposed
MS-HMUD algorithm with respect to different numbers of
iterations. The number of active UEs is selected as 6 and
10 with the SNR in [0, 10] dB and [0, 20] dB, respectively,
representing general RA scenarios.

It can be seen in Fig. 3 that with the number of iterations
increasing from 1 to 2, there is a slight improvement in the de-
tection performance. While no further improvement is brought
with the number of iterations increasing from 2 to 4, indicating
that the maximum number of iterations should be selected less
than or equal to 2. On the other hand, it can be observed
in Fig. 4 that the complexity increases significantly with the
increase in the number of iterations, which indicates that the
iterative processing at the second step leads to much computa-
tional burden. Further, it is worth noting that the complexity

Fig. 5. Comparison of miss-detection performance with jmax = 1 and the
number of active UEs ranging from 4 to 12.

Fig. 6. Comparison of normalized CFO estimation with jmax = 1 and the
number of active UEs ranging from 4 to 12.

with the SNR in [0, 10] dB is almost the same as that in
[0, 20] dB due to the reason that the complexity of the MS-
HMUD actually comes from the grid-search operation on the
CFO as well as the number of RSSs. Finally, by combining
the simulation results in both Figs. 3 and 4, in what follows,
the maximum number of iterations for the second step of the
MS-HMUD is chosen as jmax = 1, which is actually a trade-off
between the detection performance and complexity.

Case 2: Comparison of Proposed MS-HMUD Algorithm
With Conventional MW-SUD Algorithm: Figs. 5–9 show the
comparison of the proposed MS-HMUD algorithm with the
conventional MW-SUD algorithm in terms of miss-detection,
CFO estimation, RTD estimation, power estimation, and com-
plexity. The number of active UEs is set from 4 to 12, and the
SNR of UEs is uniformly distributed in [0, 10] dB or [0, 20] dB.

Fig. 5 shows the comparison of miss-detection performance
between both algorithms. As the SNR in [0, 20] dB represents
a more severe near-far effect than that in [0, 10] dB, both
algorithms with the SNR in [0, 20] dB perform worse detection
performance than that in [0, 10] dB. With the increase in the
number of active UEs, the performance of both algorithms
degrades, indicating that interference among active UEs is the
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Fig. 7. Comparison of normalized RTD estimation with jmax = 1 and the
number of active UEs ranging from 4 to 12.

Fig. 8. Comparison of normalized power estimation with jmax = 1 and the
number of active UEs ranging from 4 to 12.

Fig. 9. Comparison of complexity with jmax = 1 and the number of active
UEs ranging from 4 to 12.

main reason that causes performance degradation. It can be
seen that the performance of the proposed algorithm outper-
forms that of the MW-SUD algorithm with 1 to 2 orders of
magnitude. This further indicates that interference among UEs

would greatly inversely impact the performance of the MW-
SUD algorithm, while the adoption of interference cancellation
of the MS-HMUD is able to achieve better performance by
suppressing interference among UEs.

Fig. 6 shows the comparison of the CFO estimation perfor-
mance between both algorithms, and the CFO estimation is
measured in terms of root mean square error (RMSE). As the
MW-SUD could only coarsely estimate the CFO on the basis
of magnitudes of both the main peak and false ones, the RMSE
of the MW-SUD is almost larger than 0.3, indicating that the
CFO cannot be accurately estimated by using the conventional
MW-SUD algorithm. This is because the CFO estimation of the
MW-SUD algorithm is only derived according to the CDMA
structure [19] that is not in accordance with the SC-FDMA
structure in LTE uplink. Once the SC-FDMA structure is
adopted, both the inter-carrier interference in the FD and the
CFO interference matrix Ev in the TrD would be introduced
by the CFO, along with the TrD CIR, greatly impacting the
TrD correlation processing and leading to inaccurate estimation
results. On the other hand, for the MS-HMUD algorithm,
as the TD CFO is much easier to be compensated than the
TrD CFO, the CFO could therefore be estimated with enough
precision. It can be seen that the absolute CFO estimation error
of the MS-HMUD algorithm is less than 0.07, which guarantees
the estimation results of TrD CIRs and further facilitates the
interference cancellation processing for the detection of weak
codes.

Figs. 7 and 8 show the comparison of the RTD and power es-
timation performance between both algorithms. It is obviously
seen that the MS-HMUD algorithm also greatly outperforms
the MW-SUD algorithm in two-fold. For one thing, as a false
detection and estimation would lead to significant biases on
the RTD estimation results, the MW-SUD algorithm cannot
provide satisfied RTD estimation performance that is the very
task of the RA procedure. For another, the normalized RMSE
of power estimation of the MS-HMUD is less than 0.28, while
that of the MW-SUD is always larger than 0.32. Combining
with the simulation results in Fig. 6, it is obvious that the MS-
HMUD algorithm is able to provide parameters estimation with
more precision than the MW-SUD algorithm, facilitating the
adoption of interference cancellation in suppressing interfer-
ence among UEs.

Fig. 9 shows the comparison of complexity between both
algorithms. Note that as the complexity of the MS-HMUD
mainly depends on the numbers of possible CFOs and active
UEs, as stated above, the MS-HMUD algorithm requires almost
the same complexity with the SNR in both [0, 10] dB and
[0, 20] dB. According the simulation results, the typical value
of imax is usually 2 or 3, meaning that more weak codes could
be detected by spending more loops. It can be seen that the
complexity of the MS-HMUD is approximate 12 to 26 times
that of the MW-SUD algorithm. The extra complexity is paid
off to improve the system efficiency and user experience.

VI. CONCLUSION

For the LTE random access procedure with the presence of
frequency offsets, an explicit transform-domain random access
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signal model is first provided, and the impact of transform-
domain frequency offsets is theoretically analyzed. After that,
a multiuser detection and estimation algorithm is proposed,
which employs both the methodology of successive interfer-
ence cancellation and the framework of iterative parameters
estimation that is within the framework of the well-known
SAGE algorithm. In addition, the Cramër-Rao bound to the
accuracy of parameters estimation is also performed, which
actually indicates the “best-case” estimation performance for
the LTE random access procedure. Analyses and simulation
results show that with the presence of a large carrier fre-
quency offset, the proposed MS-HMUD algorithm is able
to offer improved multiuser detection and estimation perfor-
mance and user experience compared to the existing MW-SUD
algorithm.
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