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Modern textbook presentations of production economics, from Samuelson's innovative *Foundations of Economic Analysis* to the present day, treat producers as successful optimizers. They produce maximum outputs allowable by the technology in place and the resources at their disposal. They minimize the cost of producing whatever outputs they choose to produce, given the technology in place and the input prices they face. Cost-minimizing input demands are derived from the resulting minimum cost function by means of Shephard's lemma. They also maximize profit, given the technology in place and the output and input prices they face. Profit-maximizing output supplies and input demands are derived from the resulting profit function by means of Hotelling's lemma.

Conventional econometric practice, beginning with the pioneering work of Cobb and Douglas, has generally followed this theoretical paradigm. Thus least squares–based regression techniques are used to estimate the parameters of production, cost, and profit functions. In such a framework departures from maximum output, from minimum cost and cost-minimizing input demands, and from maximum profit and profit-maximizing output supplies and input demands, are attributed exclusively to random statistical noise.

However casual empiricism and the business press both make persuasive cases for the argument that, although producers may indeed attempt to optimize, they do not always succeed. It is desirable, therefore, to develop a theory of producer behavior in which the motivations are unchanged, but in which success is not guaranteed. It is
similarly desirable to modify conventional econometric techniques for the estimation of production, cost, and profit relationships that allow for failure in efforts to optimize. Finally it is desirable for the modified econometric approach to allow some producers to be relatively more successful than others, so as to provide the basis for a subsequent investigation into the determinants of variation in the efficiency with which producers pursue their objectives.

This book is concerned with the development of a modified econometric approach to the estimation of productive efficiency. We call it Stochastic Frontier Analysis because we are concerned with the estimation of frontiers, which envelop data, rather than with functions, which intersect data. We associate proximity to estimated frontiers with the degree of efficiency with which producers pursue their objectives. Their objectives can be purely technological or economic in nature, and so we are concerned with the estimation of production frontiers and also with the estimation of cost and profit frontiers. Finally, the frontiers we estimate are stochastic, because we continue to maintain the traditional econometric belief in the presence of external forces contributing to random statistical noise.

Portions of this book owe a debt of gratitude to the innovators whose ideas we have borrowed and extended. Without generating a list, which could be very lengthy, we want to mention, in roughly chronological order, Harold Hotelling, Ronald Shephard, and Erwin Diewert for their work on duality theory; Tjalling Koopmans and Michael Farrell for their original work on efficiency measurement; Harvey Leibenstein for his insistence in the face of considerable academic skepticism that X-inefficiency really does exist in the real world; and Sydney Afriat, Dennis Aigner, Peter Schmidt, and Bill Greene for their early and influential contributions to the stochastic approach to efficiency analysis. Although our book is based on the work of these innovators, it also contains much original material which hopefully extends their work in useful ways.

We wish to express our gratitude to Tim Coelli, whose comments were most helpful in revising Chapters 3 and 4; to Julie Millington, who created all the figures in the text, compiled the indexes, and simply took command during the final stages of the preparation of the manuscript; and to Scott Parris, our patient and understanding editor at Cambridge University Press.
1.1 THE OBJECTIVES OF THE BOOK

A recent article in the *Economist* notes that most large European banks spend about two-thirds of their revenues on rent and employee expense. Credit Suisse and Deutsche Bank have expense ratios in excess of 70%. But Sweden’s Svenska Handelsbanken has an expense ratio of barely 45%, despite relatively high wage rates. The article then proceeds to describe how, ever since a near-fatal financial crisis in the late 1960s, managements at Svenska Handelsbanken have striven to cut costs while, at the same time, increasing revenues. The impression one is left with is that, far from operating in a more favorable environment, Svenska Handelsbanken is more efficient than other large European banks. This and countless other examples raise the question of how conventional microeconomic theory and conventional econometric analysis deal with variation in productive efficiency.

Typical microeconomics texts develop models of production, cost, and profit in something like the following sequence. They begin with a production function, and producers are assumed to operate on their production functions, maximizing outputs obtainable from the inputs they use. First-order conditions for cost minimization are then introduced, and producers are assumed to satisfy these conditions, allocating inputs efficiently and ending up on their cost functions. Finally, first-order conditions for profit maximization are introduced, and producers are assumed to satisfy these conditions as well,
allocating outputs and inputs efficiently and ending up on their profit functions.

For many years econometricians have implemented the textbook paradigm by estimating production, cost, and profit functions, on the assumption that producers actually operate on these functions, apart from randomly distributed statistical noise. Cobb and Douglas (1928), Arrow et al. (1961), Berndt and Christensen (1973), and their followers have estimated increasingly flexible production functions in an effort to learn something about the structure of production. Nerlove (1963) was perhaps the first to exploit duality theory to estimate a cost function for the same purpose. Christensen, Jorgenson, and Lau (1973) were perhaps the first to estimate a flexible profit function. It is notable that each of these studies, and the vast majority of subsequent studies, have used least squares techniques, or variants of least squares techniques, in which error terms were assumed to be symmetrically distributed with zero means. The only source of departure from the estimated function was assumed to be statistical noise.

However the anecdotal evidence cited previously, and much other empirical evidence as well, suggests that not all producers are always so successful in solving their optimization problems. Not all producers succeed in utilizing the minimum inputs required to produce the outputs they choose to produce, given the technology at their disposal. In our jargon, not all producers are technically efficient. Consequently not all producers succeed in minimizing the expenditure required to produce the outputs they choose to produce. In addition, even if they are technically efficient, not all producers succeed in allocating their inputs in a cost-effective manner, given the input prices they face, and this misallocation of inputs contributes further to their failure to minimize the expenditure required to produce the outputs they choose to produce. In our jargon, not all producers are cost efficient. Consequently not all producers succeed in maximizing the profit resulting from their production activities. In addition, even if they are cost efficient, not all producers succeed in allocating their outputs in a revenue-maximizing manner, given the output prices they face, and this misallocation of outputs contributes further to their failure to maximize profit. In our jargon, not all producers are profit efficient.

In light of the evident failure of (at least some) producers to opti-
mize, it is desirable to recast the analysis of production, cost, and profit away from the traditional functions toward frontiers. Thus a production frontier characterizes the minimum input bundles required to produce various outputs, or the maximum output producible with various input bundles, and a given technology. Producers operating on their production frontier are labeled technically efficient, and producers operating beneath their production frontier are labeled technically inefficient. A dual cost frontier characterizes the minimum expenditure required to produce a given bundle of outputs, given the prices of the inputs used in its production and given the technology in place. Producers operating on their cost frontier are labeled cost efficient, and producers operating above their cost frontier are labeled cost inefficient. Similarly a dual revenue frontier characterizes the maximum revenue obtainable from a given bundle of inputs, given the prices of the outputs produced and given the technology in place. Producers operating on their revenue frontier are labeled revenue efficient, and producers operating beneath their revenue frontier are labeled revenue inefficient. Finally a dual profit frontier characterizes the maximum profit obtainable from production activity, given the prices of the inputs used and the prices of the outputs produced and given the technology in place. Producers operating on their profit frontier are labeled profit efficient, and producers operating beneath their profit frontier are labeled profit inefficient. In each of these four cases interest naturally centers on the magnitude of each type of inefficiency and on the determinants of each type of inefficiency.

The econometric implication of this proposed reformulation from functions to frontiers is that symmetrically distributed error terms with zero means are no longer appropriate when analyzing producer behavior. The possibility remains that a producer will end up above the deterministic kernel of an estimated production, revenue, or profit frontier (or beneath an estimated cost frontier) due to an unusually favorable operating environment. But it is considerably more likely that a producer will end up beneath an estimated production, revenue, or profit frontier (or above an estimated cost frontier), because two factors work in this direction. First, if environmental effects are random as is typically assumed, then an unfavorable operating environment is just as likely to occur as is a favorable operating environment, and this causes a producer to end up beneath
an estimated production, revenue, or profit frontier (or above an estimated cost frontier). Second, failure to optimize in each of the senses discussed previously also causes a producer to end up beneath an estimated production, revenue, or profit frontier (or above an estimated cost frontier).

Consequently error terms associated with frontiers are “composed” error terms, composed of a traditional symmetric random-noise component and a new one-sided inefficiency component. These composed error terms cannot be symmetric and they cannot have zero means. They must be skewed (negatively in the case of production, revenue, and profit frontiers and positively in the case of cost frontiers), and they must have nonzero means (negative in the case of production, revenue, and profit frontiers and positive in the case of cost frontiers).

In this reformulation production, cost, revenue, and profit frontiers are stochastic, due to random variation in the operating environment, and deviations from these stochastic frontiers are one-sided, due to various types of inefficiency. The retention of symmetric error components designed to capture the effects of random variation in the operating environment is in keeping with the older least squares–based approach to the estimation of production, cost, revenue, and profit functions. The introduction of one-sided error components designed to capture the effects of inefficiency is new, and constitutes the econometric contribution to the estimation of production, cost, revenue, and profit frontiers. Consequently we refer to this body of work as *Stochastic Frontier Analysis*, the title of our book.

### 1.2 A BRIEF HISTORY OF THOUGHT

In this section we recall some of the more influential antecedents, both theoretical and empirical, of stochastic frontier analysis (which we abbreviate SFA). We continue by recalling some of the origins of SFA, the events that led to the original developments in the field. We conclude with a brief summary of what we believe to have been some of the most significant developments in SFA since its inception in 1977. Many of these developments are discussed in detail in the remainder of the book.
1.2.1 Intellectual Antecedents of Stochastic Frontier Analysis

Many years ago Hicks (1935; 8) observed that “people in monopolistic positions . . . are likely to exploit their advantage much more by not bothering to get very near the position of maximum profit, than by straining themselves to get very close to it. The best of all monopoly profits is a quiet life.” Hicks’s suggestion that the absence of competitive pressure might allow producers the freedom to not fully optimize conventional textbook objectives, and, by implication, that the presence of competitive pressure might force producers to do so, has been adopted by many writers. Thus Alchian and Kessel (1962; 166) asserted that “[t]he cardinal sin of a monopolist . . . is to be too profitable.” In a similar vein Williamson (1964) argued that, given the freedom to do so, managers would seek to maximize a utility function with staff and “emoluments” as arguments in addition to profit.

An argument related to Williamson’s, arising from the property rights literature, asserts that public production is inherently less efficient than private production. This argument, due originally to Alchian (1965), asserts that concentration and transferability of private ownership shares creates an incentive for private owners to monitor managerial performance, and that this incentive is diminished for public owners, who are dispersed and whose ownership is not transferable. Consequently public managers have greater freedom to pursue their own objectives at the expense of conventional objectives. Thus Niskanen (1971) argued that public managers are budget maximizers, de Alessi (1974) argued that public managers exhibit a bias toward capital-intensive budgets, and Lindsay (1976) argued that public managers exhibit a bias toward “visible” inputs.

Ownership forms are more variegated than just private or public. Hansmann (1988) identifies investor-owned firms, customer-owned firms, worker-owned firms, and firms without owners (nonprofit enterprises). Each deals differently with problems associated with hierarchy, coordination, incomplete contracts, and monitoring and agency costs. This leads to the expectation that different ownership forms will generate differences in performance. Much of the theoretical literature on which this expectation is based is surveyed by Holmstrom and Tirole (1989).
At a somewhat more micro level, Simon (1955, 1957) analyzed the performance of producers in the presence of bounded rationality and satisfying behavior. Later Leibenstein (1966, 1975, 1976, 1978, 1987, and elsewhere) argued that production is bound to be inefficient as a result of motivation, information, monitoring, and agency problems within the firm. This rather amorphous type of inefficiency, inelegantly dubbed "X-inefficiency," has been criticized by Stigler (1976), de Alessi (1983), and others, on the grounds that it reflects an incompletely specified model rather than a failure to optimize. Unfortunately the difficult problem of model specification — including a complete list of inputs and outputs, and perhaps conditioning variables as well, a list of constraints, technological, and other (e.g., regulatory), and a proper specification of the objective function — has faced us forever, and will continue to do so.

The extent to which the literature just cited actually influenced the development of SFA is not obvious. Suffice it to say that most of us were aware of this literature, but that it did not exert the impact that hindsight suggests that it should have. Most of us were more directly influenced by another literature. Nonetheless, in retrospect this literature does suggest that the development of SFA was a useful idea if it could be used to shed empirical light on the theoretical issues raised.

The literature that did directly influence the development of SFA was the theoretical literature on productive efficiency, which began in the 1950s with the work of Koopmans (1951), Debreu (1951), and Shephard (1953). Koopmans provided a definition of technical efficiency: A producer is technically efficient if, and only if, it is impossible to produce more of any output without producing less of some other output or using more of some input. Debreu and Shephard introduced distance functions as a way of modeling multiple-output technology, but more importantly from our perspective as a way of measuring the radial distance of a producer from a frontier, in either an output-expanding direction (Debreu) or an input-conserving direction (Shephard). The association of distance functions with technical efficiency measures was pivotal in the development of the efficiency measurement literature.

Farrell (1957) was the first to measure productive efficiency empirically. Drawing inspiration from Koopmans and Debreu (but apparently not from Shephard), Farrell showed how to define cost
efficiency, and how to decompose cost efficiency into its technical and allocative components. He also provided an empirical application to U.S. agriculture, although he did not use econometric methods. His use of linear programming techniques inspired the unfortunately neglected work of Boles (1966), Bressler (1966), Seitz (1966), and Sitorus (1966) in agricultural economics and eventually influenced the development of data envelopment analysis (DEA) by Charnes, Cooper, and Rhodes (1978). DEA is by now a well-established non-parametric (but in practice largely non-stochastic) efficiency measurement technique widely employed in management science.

Of greater significance in the present context is the influence Farrell's work exerted on Aigner and Chu (1968), Seitz (1971), Timmer (1971), Afriat (1972), and Richmond (1974), for it was the work of these writers that led directly to the development of SFA. Although the contributions of these authors differ in a number of important respects, it is probably fair to say that each "estimated" a deterministic production frontier, either by means of linear programming techniques or by modifications to least squares techniques requiring all residuals to be nonpositive. Afriat (p. 581) went so far as to note that "a production function $f(x)$, together with a probability distribution $\rho_\theta(e)$ of efficiency, is constructed so that the derived efficiencies $e_i = y_i/f(x_i)$ have maximum likelihood." Afriat suggested a beta distribution for $\rho_\theta(e)$ and a gamma distribution for $\rho_\theta[-\ln(e)]$ in log-linear models, an idea that Richmond (1974) explored further. Later Schmidt (1976) showed that the programming estimators of Aigner and Chu were consistent with maximum likelihood "estimation" with one-sided errors distributed as either exponential or half normal. Thus began the association of technical inefficiency with specific one-sided error distributions. However it is worth reiterating that the only source of error in these models was inefficiency; they were purely deterministic frontier models lacking a symmetric random-noise error component. However Aigner and Chu recommended, and Timmer experimented with, variants of chance-constrained programming in an ex post attempt to test the sensitivity of their "estimates" to outlying observations.

Aigner, Amemiya, and Poirier (1976) proposed a model in which errors were allowed to be both positive and negative, but in which positive and negative errors could be assigned different weights. Ordinary least squares emerges as a special case of equal weights, and
a deterministic frontier model emerges as another special case (weights of zero and one in the case of production, revenue, and profit frontier models). They considered estimation for the case in which the weights are known, and for the considerably more difficult case in which the weights are unknown and are to be estimated along with the other parameters in the model. They did not actually estimate the model, and to our knowledge no one else has estimated the model. Nonetheless, it is a short step from the Aigner, Amemiya, and Poirier model with larger weights attached to negative errors to a composed error stochastic production frontier model. The step took a year.

1.2.2 The Origins of Stochastic Frontier Analysis

SFA originated with two papers, published nearly simultaneously by two teams on two continents. Meeusen and van den Broeck (MB) (1977) appeared in June, and Aigner, Lovell, and Schmidt (ALS) (1977) appeared a month later. The ALS paper was in fact a merged version of a pair of remarkably similar papers, one by Aigner and the other by Lovell and Schmidt. The ALS and MB papers are themselves very similar. Both papers were three years in the making, and both appeared shortly before a third SFA paper by Battese and Corra (1977), the senior author of which had been a referee of the ALS paper.

These three original SFA models shared the composed error structure mentioned previously, and each was developed in a production frontier context. The model can be expressed as \( y = f(x; \beta) \cdot \exp[v - u] \), where \( y \) is scalar output, \( x \) is a vector of inputs, and \( \beta \) is a vector of technology parameters. The first error component \( v \sim N(0, \sigma_v^2) \) is intended to capture the effects of statistical noise, and the second error component \( u \geq 0 \) is intended to capture the effects of technical inefficiency. Thus producers operate on or beneath their stochastic production frontier \( [f(x; \beta) \cdot \exp[v]] \) according as \( u = 0 \) or \( u > 0 \). MB assigned an exponential distribution to \( u \), Battese and Corra assigned a half normal distribution to \( u \), and ALS considered both distributions for \( u \). Parameters to be estimated include \( \beta \), \( \sigma_v^2 \), and a variance parameter \( \sigma_u^2 \) associated with \( u \). Either distributional assumption on \( u \) implies that the composed error \( (v - u) \) is negatively skewed, and statistical efficiency requires that the model be estimated
by maximum likelihood. After estimation, an estimate of mean technical inefficiency in the sample was provided by
\[ E(-u) = E(v - u) = -(2/\pi)^{1/2} \sigma_v \]
in the normal-half normal case and by
\[ E(-u) = E(v - u) = -\sigma_u \]
in the normal-exponential case.

1.2.3 Developments in Stochastic Frontier Analysis since 1977

In an early survey of various approaches to frontier analysis and efficiency measurement, Førsund, Lovell, and Schmidt (1980; 14) wrote that "the main weakness of the stochastic frontier model [is that] it is not possible to decompose individual residuals into their two components, and so it is not possible to estimate technical inefficiency by observation. The best that one can do is to obtain an estimate of mean inefficiency over the sample." Smart audiences in Washington and Moscow in the winter of 1980–1981 quickly detected the error in that statement. The result was the Jondrow et al. (1982) (JLMS) paper, in which either the mean or the mode of the conditional distribution \([u_i|v_i - u_i]\) was proposed to provide estimates of the technical inefficiency of each producer in the sample. The possibility of obtaining producer-specific estimates of efficiency has greatly enhanced the appeal of SFA.

The half normal and exponential distributions assigned to the one-sided inefficiency error component are single-parameter distributions, and researchers soon developed more flexible two-parameter distributions for the inefficiency error component. Drawing inspiration from Afriat and Richmond, Greene (1980a, b) proposed a Gamma distribution, and Stevenson (1980) proposed Gamma and truncated normal distributions. Other, even more flexible, distributions followed; Lee (1983) even proposed the four-parameter Pearson family of distributions. Nonetheless the two original single-parameter distributions remain the distributions of choice in the vast majority of empirical work.

It is a simple matter to change the sign of the inefficiency error component \(u\) and convert the stochastic production frontier model to a stochastic cost frontier model \(E = c(y, w; \beta) \cdot \exp[v + u]\), where \(E\) is expenditure, \([c(y, w; \beta) \cdot \exp[v]]\) is a stochastic cost frontier, and \(u\) is intended to capture the cost of technical and allocative inefficiency. The JLMS technique may be used to provide an estimate of overall
cost inefficiency, but the difficult remaining problem is to decompose the estimate of \( u \) into estimates of the separate costs of technical and allocative inefficiency. Schmidt and Lovell (1979) accomplished the decomposition for the Cobb–Douglas case. In a wonderful example of why researchers attend international conferences, Kopp and Diewert (1982) obtained the decomposition for the more general translog case, although econometric difficulties with their decomposition remain to this day.

Cross-sectional data provide a snapshot of producers and their efficiency. Panel data provide more reliable evidence on their performance, because they enable us to track the performance of each producer through a sequence of time periods. Long ago Hoch (1955, 1962) and Mundlak (1961) utilized panel data to purge agricultural production function parameter estimates of bias attributable to variation in what Hoch called technical efficiency and what Mundlak called management bias. Eventually Pitt and Lee (1981) extended cross-sectional maximum likelihood estimation techniques to panel data, and Schmidt and Sickles (1984) extended the pioneering work of Hoch and Mundlak by applying fixed-effects and random-effects methods to the efficiency measurement problem, where the effects are one-sided. The objective of these latter studies was not so much to eliminate bias from parameter estimates as to obtain producer-specific estimates of technical efficiency, or of the management effect. A significant advantage of (sufficiently long) panels is that they permit consistent estimation of the efficiency of individual producers, whereas the JLMS technique does not generate consistent estimators in a cross-sectional context.

Early panel data models were based on the assumption of time-invariant efficiency. The longer the panel, the less tenable this assumption becomes. Eventually this assumption was relaxed, in a series of papers by Cornwell, Schmidt, and Sickles (1990), Kumbhakar (1990), and Battese and Coelli (1992).

If efficiency varies across producers or through time, it is natural to seek determinants of efficiency variation. Early studies adopted a two-stage approach, in which efficiencies are estimated in the first stage, and estimated efficiencies are regressed against a vector of explanatory variables in a second stage. More recent studies, including those of Kumbhakar, Ghosh, and McGuckin (1991), Reifschneider and Stevenson (1991), Huang and Liu (1994), and Battese and
Coelli (1995), have adopted a single-stage approach in which explanatory variables are incorporated directly into the inefficiency error component. In this approach either the mean or the variance of the inefficiency error component is hypothesized to be a function of the explanatory variables.

Abramovitz (1956) referred to productivity change, the residual between an index of the rates of growth of outputs and an index of the rates of growth of inputs, as a measure of our ignorance. Early studies of productivity change, such as Solow (1957), associated productivity change with technical change. As we became less ignorant, productivity change was decomposed into the magnitude and biases of technical change, and the effect of scale economies. However if productive efficiency changes through time, then it must also contribute to productivity change. Eventually Bauer (1990a) and others incorporated efficiency change into models of productivity change. Griliches (1996) provides an illuminating survey of research into "the residual," although the research surveyed makes only passing reference to the role of efficiency change.

1.3 THE ORGANIZATION OF THE BOOK

Chapter 2 is devoted to the analytical foundations of producer theory and efficiency measurement. In Section 2.2 we characterize production technology with production frontiers in the single-output case and with distance functions in the multiple-output case. We also characterize technology with dual cost, revenue, and profit frontiers, which provide increasingly exacting standards against which to measure producer performance. In Section 2.3 we define producer performance in terms of technical efficiency, and we measure technical efficiency with distance functions. In Section 2.4 we define producer performance in terms of economic (cost, revenue, and profit) efficiency, and we measure economic efficiency relative to cost, revenue, and profit frontiers. We also show how to decompose each type of economic efficiency into technical and allocative components.

Chapter 3 is concerned with the estimation of technical efficiency. In Section 3.2 we develop and show how to estimate cross-sectional production frontier models, both deterministic and stochastic,
although most of our effort is directed toward stochastic production frontiers. In Section 3.3 we develop and show how to estimate panel data production frontier models, in which technical efficiency is initially time invariant and then is allowed to vary through time. In Section 3.4 we discuss the problem of heteroskedasticity in stochastic production frontier models.

Chapter 4 is concerned with the estimation and decomposition of cost efficiency. In Section 4.2 we develop and show how to estimate cross-sectional stochastic cost frontier models, in both single-equation and simultaneous-equation settings. In Section 4.3 we develop and show how to estimate panel data stochastic cost frontier models, again in single-equation and simultaneous-equation settings. In Section 4.4 we discuss a pair of novel approaches to the estimation of cost efficiency.

Chapter 5 is concerned with the estimation and decomposition of profit efficiency. In Section 5.2 we develop and show how to estimate single-output stochastic profit frontier models, using both primal and dual approaches. In Section 5.3 we develop and show how to estimate multiple-output stochastic profit frontier models, again using both primal and dual approaches. We pay little attention to the distinction between cross-sectional and panel data models, since the various estimation techniques developed in Chapters 3 and 4 apply equally well to the estimation of stochastic profit frontiers.

In Chapters 3–5 inefficiency is modeled by introducing additional error components and assigning distributions to them. Inefficiencies are then estimated as functions of the parameters of these distributions. In Chapter 6 we take a very different approach, in which both technical and allocative inefficiencies are modeled parametrically, on the assumption that producers optimize with respect to shadow prices, which are parametrically related to actual prices. In Section 6.2 we develop and show how to estimate and decompose both cost and profit efficiency in a cross-sectional setting. In Section 6.3 we do the same thing in a panel data setting. This parametric approach has some advantages, and some disadvantages, relative to the error component approach developed in Chapters 3–5.

Estimation of efficiency is the first of two tasks. The second task is to explain variation in estimated efficiency. In Chapter 7 we discuss alternative approaches to the explanation of variation in efficiency. In Section 7.2 we discuss some early approaches to explanation, and
we find these approaches wanting. In Section 7.3 we discuss a variety of recent approaches to explanation, which we find superior to the early approaches. Essentially these recent approaches achieve explanation by making the one-sided inefficiency error component a function of the explanatory variables.

If efficiency varies, either across producers or through time, its variation constitutes a source of producer performance variation. One measure of performance is productivity change, and so if efficiency changes through time, it makes a contribution to productivity change. Chapter 8 concludes the book by incorporating efficiency change into models of productivity change, which heretofore have tended to neglect the contribution of efficiency change. In Section 8.2 we develop a primal approach, based on a stochastic production frontier, to the estimation and decomposition of productivity change. In Sections 8.3 and 8.4 we develop a pair of dual approaches, based on stochastic cost and profit frontiers, to the estimation and decomposition of productivity change.

At least four topics are missing from the book. First, we do not discuss the estimation and decomposition of revenue efficiency relative to stochastic revenue frontiers. This is because all of the techniques developed in Chapter 4 for the estimation and decomposition of cost efficiency relative to stochastic cost frontiers can readily be applied to the revenue efficiency problem. Variables and regularity conditions change, as discussed in Chapter 2, but nothing else of import changes.

Second, we do not explore the efficiency with which producers pursue nonconventional objectives. One prominent example is provided by Shephard's (1974) indirect production frontier, relative to which it is possible to estimate and decompose both cost-indirect output-oriented technical efficiency and revenue-indirect input-oriented technical efficiency. The former allows the measurement of the performance of producers seeking to maximize output (or revenue) subject to a conventional technology constraint and a budget constraint. The latter allows the measurement of the performance of producers seeking to minimize input use (or cost) subject to a conventional technology constraint and a revenue target. The two indirect models of producer behavior are analyzed in Färe, Grosskopf, and Lovell (1988, 1992) and Färe and Grosskopf (1994), and the estimation techniques developed in Chapters 3 and 4 can be
adapted to the estimation of cost-indirect and revenue-indirect efficiency. Another example is provided by the literature on labor-managed firms pioneered by Ward’s (1958) “Illyrian” firm and Domar’s (1966) Soviet collective farm. The duality properties of a stylized labor-managed firm model have been worked out by Neary (1988) and Kahana (1989), and the econometric techniques discussed in Chapters 3–6 can be modified to estimate primal and dual efficiencies in this framework.

The third and fourth omissions are perhaps more serious. We do not discuss the Bayesian approach to stochastic frontier analysis, and we do not discuss semiparametric approaches to stochastic frontier analysis. Our reason for omitting these two topics is that the two literatures are small and not yet influential. However we refer interested readers to van den Broeck et al. (1994) and Osiewalski and Steel (1998) for good treatments of the Bayesian approach to SFA, and to Park and Simar (1994) and Park, Sickles, and Simar (1998) for good treatments of the semiparametric approach to SFA.
2.1 INTRODUCTION

The objective of this chapter is to provide an introduction to the analytical foundations of production economics. Our goal is not to provide a detailed exposition of the foundations; this is available in the references provided at the end of the book. Rather, our objective is to provide an analytical foundation that is sufficient to enable the reader to conduct econometric analyses of various types of productive efficiency, which is the ultimate objective of the book. By productive efficiency we mean the degree of success producers achieve in allocating the inputs at their disposal and the outputs they produce, in an effort to meet some objective. Thus in order to measure productive efficiency it is first necessary to specify producers’ objectives and then to quantify their degrees of success. This book is primarily concerned with the development of econometric techniques for estimating their degrees of success.

At an elementary level, the objective of producers can be as simple as seeking to avoid waste, by obtaining maximum outputs from given inputs or by minimizing input use in the production of given outputs. In this case the notion of productive efficiency corresponds to what we call technical efficiency, and the waste avoidance objective of producers becomes one of attaining a high degree of technical efficiency. Chapter 3 is concerned with the development of econometric techniques for the estimation of technical efficiency.

At a higher level, the objective of producers might entail the pro-
duction of given outputs at minimum cost, or the utilization of given inputs to maximize revenue, or the allocation of inputs and outputs to maximize profit. In these cases productive efficiency corresponds to what we call *economic* efficiency, and the objective of producers becomes one of attaining a high degree of economic (cost, revenue, or profit) efficiency. Chapters 4–6 are concerned with the development of econometric techniques for the estimation of cost and profit efficiency. We pay little attention to revenue efficiency, because the econometric techniques used to estimate cost efficiency can be modified easily to estimate revenue efficiency.

We begin this chapter by providing an analytical framework for describing the physical structure of production technology, in which multiple inputs are used to produce multiple outputs. This framework is based solely on information on the quantities of the inputs and the outputs. The structure of production technology is initially described in terms of feasible sets of inputs and outputs. Attention then moves to the boundaries of these sets, since the boundaries represent weakly efficient production activities. Eventually the structure of production technology is described in terms of distance functions, evocatively named since they provide measures of the distance of a production activity to the boundary of production possibilities. Distance functions are thus intimately related to the measurement of technical efficiency. Indeed since price information is not exploited, technical efficiency is the only type of efficiency that can be studied using distance functions.

The tools of duality theory are then used to obtain several related economic representations of the structure of production technology, using information on both the quantities and the prices of the inputs and the outputs, and assuming that producers attempt to solve an economic optimization problem. Economic representations of production technology include cost, revenue, and profit frontiers. These economic frontiers are then used as standards against which to measure cost, revenue, and profit efficiency.

Once these frontier representations of production technology have been introduced, productive efficiency is then defined in terms of distance to a particular frontier. Technical efficiency is defined in terms of distance to a production frontier, and economic efficiency is defined in terms of distance to an economic (cost, revenue, or
profit) frontier. Whereas technical efficiency is a purely physical notion that can be measured without recourse to price information and without having to impose a behavioral objective on producers, cost, revenue, and profit efficiency are economic concepts whose measurement requires both price information and the imposition of an appropriate behavioral objective on producers.

The remainder of this chapter is organized as follows.

The subject of Section 2.2 is a description of the general structure of production technology with which multiple inputs are used to produce multiple outputs. This structure is described in Section 2.2.1 in terms of the graph of production technology and the corresponding input sets and output sets. In Section 2.2.2 we temporarily make the simplifying assumption that multiple inputs are used to produce a single output, which enables us to describe the structure of production technology in terms of a production frontier. In Section 2.2.3 we revert to the original assumption that multiple inputs are used to produce multiple outputs, and we describe the structure of production technology in terms of input distance functions and output distance functions. We also describe the relationship between output distance functions and the production frontier in the event that only a single output is produced. In Section 2.2.4 the structure of production technology is defined in terms of dual economic frontiers, namely cost, revenue, and profit frontiers. These economic frontiers apply to both the single-output case and the multiple-output case. In Section 2.2.5 we introduce variable cost frontiers and variable profit frontiers. These frontiers are relevant in the short run, or whenever a subset of inputs is fixed and therefore not freely adjustable by producers.

Section 2.3 is concerned with the measurement of technical efficiency. In Section 2.3.1 it is assumed that multiple inputs are used to produce a single output, and output-oriented technical efficiency is defined relative to a production frontier. In Section 2.3.2 it is assumed that multiple inputs are used to produce multiple outputs, and input distance functions and output distance functions are used to provide input-oriented and output-oriented definitions of technical efficiency.

Section 2.4 is concerned with the measurement and decomposition of economic efficiency. It is assumed that producers use multiple
inputs to produce multiple outputs. In Section 2.4.1 cost efficiency is defined relative to a cost frontier. Cost efficiency is then decomposed into its two components, input-oriented technical efficiency and input allocative efficiency. The logic behind the decomposition is that both types of inefficiency (excessive input use and misallocation of inputs) are costly, and it is desirable to be able to identify the sources of cost inefficiency. In Section 2.4.2 revenue efficiency is defined relative to a revenue frontier. Revenue efficiency is then decomposed into output-oriented technical efficiency and output allocative efficiency. Once again, both types of inefficiency (output shortfall and an inappropriate output mix) are costly in terms of forgone revenue, and it is desirable to be able to identify the sources of revenue inefficiency. In Section 2.4.3 profit efficiency is defined relative to a profit frontier. Profit efficiency can be decomposed in two ways, depending on the orientation of its technical efficiency component. In Section 2.4.4 we introduce the notions of variable-cost efficiency and variable-profit efficiency for use in situations in which producers seek to minimize cost or to maximize profit in the presence of fixed inputs.

Section 2.5 provides a guide to the relevant literature.

2.2 PRODUCTION TECHNOLOGY

2.2.1 Representing Technology with Sets

We assume that producers use a nonnegative vector of inputs, denoted \( x = (x_1, \ldots, x_N) \in R^N_+ \), to produce a nonnegative vector of outputs, denoted \( y = (y_1, \ldots, y_M) \in R^M_+ \). Although the analytical foundations developed in this chapter readily accommodate zero values for some inputs and some outputs, much of the econometric analysis developed in subsequent chapters is based on logarithmic functional forms that do not easily accommodate nonpositive values of variables, and so in later chapters we will assume that \( x \in R^N_+ \) and \( y \in R^M_+ \). The initial task is to characterize the set of feasible production activities. A primitive characterization is provided in Definition 2.1 and illustrated in Figure 2.1.

**Definition 2.1:** The graph of production technology, \( GR = \{(y, x) \colon x \text{ can produce } y \} \), describes the set of feasible input–output vectors.
Figure 2.1 illustrates the graph of production technology in the single-input, single-output case. The graph, also known as the production possibilities set, is the set of input–output combinations bounded below by the x axis and bounded above by the curve emanating from the origin. Soon the curve that provides the upper boundary of the graph will be given a name. 

GR is assumed to satisfy the following properties:

G1: \((0, x) \in GR\) and \((y, 0) \in GR \Rightarrow y = 0.\)

G2: GR is a closed set.

G3: GR is bounded for each \(x \in R^N_+.\)

G4: \((y, x) \in GR \Rightarrow (y, \lambda x) \in GR \text{ for } \lambda \geq 1.\)

G5: \((y, x) \in GR \Rightarrow (\lambda y, x) \in GR \text{ for } 0 \leq \lambda \leq 1.\)

Property G1 states that any nonnegative input vector can produce at least zero output and that there is no free lunch. G2 guarantees the existence of technically efficient input and output vectors. G3 guarantees that finite input cannot produce infinite output. G4 and G5 are weak monotonicity properties that guarantee the feasibility of radial expansions of feasible inputs and radial contractions of
feasible outputs. These two properties are occasionally replaced with the single stronger monotonicity property

\[ G6: \ (y, x) \in GR \Rightarrow (y', x') \in GR \ \forall (y', -x') \leq (y, -x). \]

G6 guarantees the feasibility of any increase in feasible inputs, including but not limited to a radial increase, and also guarantees the feasibility of any reduction in feasible outputs, including but not limited to a radial contraction. G4 and G5 are often referred to as weak disposability properties, and G6 as a strong (or free) disposability property.

GR is not generally required to be a convex set. However on occasion this property is required, and so convexity is listed as a final property.

\[ G7: \ GR \text{ is a convex set.} \]

A second characterization of the set of feasible production activities is provided in Definition 2.2 and illustrated in Figures 2.2 and 2.3.
Definition 2.2: The input sets of production technology, \( L(y) = \{x: (y, x) \in GR\} \), describe the sets of input vectors that are feasible for each output vector \( y \in R^M_+ \).

In Figure 2.2 \( L(y^A) \) is the set of inputs on the interval \([x^A, +\infty)\). In Figure 2.3 \( L(y^A) \) is the region bounded below by the curve. Soon the curve will be given a name.

Since \( GR \) is assumed to satisfy certain properties and since the input sets \( L(y) \) are defined in terms of \( GR \), it follows that the input sets \( L(y) \) satisfy the following properties:

\[ L1: \quad 0 \notin L(y) \text{ for } y \geq 0 \text{ and } L(0) = R^N_+. \]

\[ L2: \quad \text{The sets } L(y) \text{ are closed.} \]

\[ L3: \quad x \text{ is finite } \Rightarrow x \notin L(y) \text{ if } y \text{ is infinite.} \]

\[ L4: \quad x \in L(y) \Rightarrow \lambda x \in L(y) \text{ for } \lambda \geq 1. \]

\[ L5: \quad L(\lambda y) \subseteq L(y) \text{ for } \lambda \geq 1. \]

If the weak monotonicity properties \( G4 \) and \( G5 \) are replaced with the strong monotonicity property \( G6 \), then the weak monotonicity properties \( L4 \) and \( L5 \) are replaced with the strong monotonicity property.
Figure 2.4 The Output Sets of Production Technology ($M = 2$)

$L6$: $x' \geq x \in L(y) \Rightarrow x' \in L(y)$ and $y' \geq y \Rightarrow L(y') \subseteq L(y)$, which states that inputs and outputs are strongly, or freely, disposable. Finally, a convexity property is occasionally added to the list of properties satisfied by the input sets $L(y)$:

$L7$: $L(y)$ is a convex set for $y \in R^M_+$. It should be noted that $G7$ is sufficient, but not necessary, for $L7$.

A third characterization of the set of feasible production activities is provided in Definition 2.3 and illustrated in Figures 2.2 and 2.4.

**Definition 2.3**: The output sets of production technology, $P(x) = \{y: (y, x) \in GR\}$, describe the sets of output vectors that are feasible for each input vector $x \in R^N_+$. In Figure 2.2 $P(x^B)$ is the set of outputs on the interval $[0, y^B]$. In Figure 2.4 $P(x^B)$ is the region bounded above by the curve. Soon the curve will be given a name.

Since the output sets $P(x)$ are defined in terms of $GR$ and since $GR$ is assumed to satisfy certain properties, the output sets $P(x)$ satisfy properties corresponding to those satisfied by $GR$. These properties are:
P1: \( P(0) = \{0\} \).

P2: \( P(x) \) is a closed set.

P3: \( P(x) \) is bounded for \( x \in \mathbb{R}^N \).

P4: \( P(\lambda x) \supseteq P(x) \) for \( \lambda \geq 1 \).

P5: \( y \in P(x) \Rightarrow \lambda y \in P(x) \) for \( \lambda \in [0, 1] \).

If the weak monotonicity properties \( G4 \) and \( G5 \) are replaced with the strong monotonicity property \( G6 \), then the weak monotonicity properties \( P4 \) and \( P5 \) are strengthened to

P6: \( x' \geq x \Rightarrow P(x') \supseteq P(x) \) and \( y \leq y' \in P(x) \Rightarrow y \in P(x) \),

which states that \( P(x) \) satisfies strong, or free, disposability of inputs and outputs. Finally, a convexity property

P7: \( P(x) \) is a convex set for \( x \in \mathbb{R}^N \).

is occasionally required. As in the case of \( G7 \) and \( L7 \), \( G7 \) is sufficient, but not necessary, for \( P7 \).

We now turn our attention to the boundaries of the sets depicted in Figures 2.1–2.4.

**Definition 2.4:** The input isoquants \( \text{Isoq} \ L(y) = \{x: x \in L(y), \lambda x \notin L(y), \lambda < 1\} \) describe the sets of input vectors capable of producing each output vector \( y \) but which, when radially contracted, become incapable of producing output vector \( y \).

**Definition 2.5:** The input efficient subsets \( \text{Eff} \ L(y) = \{x: x \in L(y), x' \leq x \Rightarrow x' \notin L(y)\} \) describe the sets of input vectors capable of producing each output vector \( y \) but which, when contracted in any dimension, become incapable of producing output vector \( y \).

In Figure 2.5 Isoq \( L(y) \) is the curve mentioned beneath Definition 2.2 that provides the lower boundary of the input set \( L(y) \). Since it is a lower boundary representing one notion of minimal input use, it provides an appealing standard against which to measure the technical efficiency of input use. \( \text{Eff} \ L(y) \) is the darkened portion of Isoq \( L(y) \), and includes only the downward-sloping portion of Isoq \( L(y) \). The upward-sloping portion of Isoq \( L(y) \) not contained in \( \text{Eff} \ L(y) \) is occasionally described as belonging to the uneconomic region of input space. Since \( \text{Eff} \ L(y) \subseteq \text{Isoq} \ L(y) \), \( \text{Eff} \ L(y) \) provides a more
Figure 2.5 The Input Isoquant and the Input Efficient Subset ($N = 2$)

stringent standard against which to measure the technical efficiency of input use.

The weak monotonicity property $L4$ allows $\text{Eff } L(y) \subset \text{Isoq } L(y)$. Unfortunately the strong monotonicity property given in the first part of $L6$ also allows $\text{Eff } L(y) \subset \text{Isoq } L(y)$, as in the case of a fixed-proportions Leontief technology. An even stronger version of the first part of $L6$ is required for $\text{Eff } L(y) = \text{Isoq } L(y)$. Some functional forms employed in the econometric analysis of efficiency, such as Cobb–Douglas, do have the property that $\text{Eff } L(y) = \text{Isoq } L(y)$, making the distinction irrelevant. Others, such as translog, have the property that $\text{Eff } L(y) \subset \text{Isoq } L(y)$, making the distinction potentially important. We return to this distinction in Section 2.3.1.

**Definition 2.6:** The *output isoquants* $\text{Isoq } P(x) = \{y: y \in P(x), \lambda y \notin P(x), \lambda > 1\}$ describe the sets of all output vectors that can be produced with each input vector $x$ but which, when radially expanded, cannot be produced with input vector $x$.

**Definition 2.7:** The *output efficient subsets* $\text{Eff } P(x) = \{y: y \in P(x), y' \geq y \Rightarrow y' \notin P(x)\}$ describe the sets of all output vectors that can be produced with each input vector $x$ but which, when expanded in any dimension, cannot be produced with input vector $x$.

In Figure 2.6 $\text{Isoq } P(x)$ is the curve mentioned beneath Definition 2.3 that provides the upper boundary of the output set $P(x)$. Since it
is an upper boundary characterizing one notion of maximum output producible with input vector \( x \), it provides a standard against which to measure the technical efficiency of output production. \( \text{Eff} \ P(x) \) is the darkened portion of \( \text{Isoq} \ P(x) \), and includes only the downward-sloping portion of \( \text{Isoq} \ P(x) \). By analogy with the concept of an uneconomic region in input space, that portion of \( \text{Isoq} \ P(x) \) not included in \( \text{Eff} \ P(x) \) might be characterized as belonging to the uneconomic region of output space. Since \( \text{Eff} \ P(x) \subseteq \text{Isoq} \ P(x) \), \( \text{Eff} \ P(x) \) provides a more stringent standard against which to measure the technical efficiency of output production. If the output sets \( P(x) \) satisfy the weak monotonicity property \( P5 \), then \( \text{Eff} \ P(x) \subseteq \text{Isoq} \ P(x) \) is allowed, and again the fixed-proportions Leontief technology shows that even the strong monotonicity property given in the second part of \( P6 \) allows for \( \text{Eff} \ P(x) \subseteq \text{Isoq} \ P(x) \). As in the case of \( \text{Eff} \ L(y) \) and \( \text{Isoq} \ L(y) \), the relationship between \( \text{Eff} \ P(x) \) and \( \text{Isoq} \ P(x) \) depends on the functional form used to characterize the structure of production technology. We return to this distinction in Section 2.3.1.

### 2.2.2 Production Frontiers

We now provide a functional characterization of the boundary of the graph of production technology. Since the boundary represents the
maximum output that can be obtained from any given input vector (or, alternatively, the minimum input usage required to produce any given output vector), it represents another standard against which to measure the technical efficiency of production. We begin with a characterization of the boundary of the graph of production technology in the multiple-input, multiple-output case.

**Definition 2.8:** A joint production frontier is a function $F(y, x) = 0$ having the properties $\text{Isoq } L(y) = \{x: F(y, x) = 0\}$ and $\text{Isoq } P(x) = \{y: F(y, x) = 0\}$.

A joint production frontier is also referred to as a production possibilities frontier, or a transformation frontier. It is rarely used in empirical analysis, and we will not discuss it further. The notion it characterizes, that of the boundary of the graph of production technology when multiple inputs are used to produce multiple outputs, is more easily characterized by means of input distance functions and output distance functions, to which we turn in Section 2.2.3.

A single-output specification of production activity is valid in two circumstances. It is obviously valid in the rare event that only a single output is produced. It is also valid in the more likely event that multiple outputs are produced, provided that the outputs can be aggregated into a single composite output $y = g(y_1, \ldots, y_M)$. In either case the joint production frontier introduced in Definition 2.8 collapses to a production frontier. Alternatively, Definitions 2.2 and 2.3 can be used to obtain a production frontier, introduced in Definition 2.9 and illustrated in Figure 2.7.

**Definition 2.9:** A production frontier is a function $f(x) = \max\{y: y \in P(x)\} = \max\{y: x \in L(y)\}$.

Since the production frontier is defined in terms of the output sets $P(x)$ and the input sets $L(y)$, both of which satisfy certain properties, so does $f(x)$. These properties are

1. $f(0) = 0$.  
2. $f$ is upper semicontinuous on $R^N_+$.  
3. $f(x) > 0 \Rightarrow f(\lambda x) \to +\infty$ as $\lambda \to +\infty$.  
4. $f(\lambda x) \geq f(x), \lambda \geq 1$ for $x \in R^N_+$.  

If the weak monotonicity property \( L4 \) is replaced by the strong monotonicity property given in the first part of \( L6 \), the weak monotonicity property \( f4 \) becomes

\[
f5: x' \geq x \Rightarrow f(x') \geq f(x).
\]

If the convexity property \( L7 \) is imposed, then

\[
f6: f \text{ is quasiconcave on } R^N_+.
\]

In Figure 2.7 the production frontier \( f(x) \) describes the maximum output that can be produced with any given input vector. Remembering that only a single output is being produced, it follows from Definitions 2.4, 2.5, and 2.9 that \( L(y) = \{ x: f(x) \geq y \} \), Isoq \( L(y) = \{ x: f(x) = y, f(\lambda x) < y, \lambda < 1 \} \), and Eff \( L(y) = \{ x: f(x) = y, x' \leq x \Rightarrow f(x') < y \} \). That is, the input sets \( L(y) \) consist of all input vectors capable of producing at least scalar output \( y \). The input isocquants Isoq \( L(y) \) consist of all input vectors capable of producing scalar output \( y \) and which, when radially contracted, are incapable of producing scalar output \( y \). The input efficient subsets Eff \( L(y) \) consist of all input vectors capable of producing scalar output \( y \) and which, when contracted in any dimension, are incapable of producing scalar output \( y \).

The production frontier provides the upper boundary of produc-
tion possibilities, and the input–output combination of each producer
is located on or beneath the production frontier. The central problem
in the measurement of technical efficiency is to measure the distance
from the input–output combination of each producer to the produc-
tion frontier. Two notions of distance are introduced in Section
2.2.3, and used extensively in Section 2.3 to measure technical
efficiency.

2.2.3 Distance Functions

When multiple inputs are used to produce multiple outputs,
Shephard’s (1953, 1970) distance functions provide a functional char-
acterization of the structure of production technology. Input distance
functions characterize input sets, and output distance functions
characterize output sets. Not only do distance functions characterize
the structure of production technology, it turns out that they are
intimately related to the measures of technical efficiency that will
be introduced in Section 2.3. However the major role distance
functions play is in duality theory. Just as under certain conditions
a (single-output) production frontier is dual to a (single-output)
cost frontier, also under certain conditions an input distance function
is dual to a cost frontier and an output distance function is dual to
a revenue frontier. Although the main role played by distance
functions is in duality theory, they are not without empirical value.
They can be estimated econometrically to provide measures of
technical efficiency when producers use multiple inputs to produce
multiple outputs. However they have rarely been used for this
purpose.

The input distance function is introduced in Definition 2.10 and
illustrated in Figures 2.8 and 2.9.

**Definition 2.10**: An input distance function is a function \( D_I(y, x) \)
= \( \max[\lambda: x/\lambda \in L(y)] \).

An input distance function adopts an input-conserving approach
to the measurement of the distance from a producer to the bound-
ary of production possibilities. It gives the maximum amount by
which a producer’s input vector can be radially contracted and still
remain feasible for the output vector it produces. In Figure 2.8 the
scalar input $x$ is feasible for output $y$, but $y$ can be produced with smaller input $(x/\lambda^*)$, and so $D_I(y, x) = \lambda^* > 1$. In Figure 2.9 the input vector $x$ is feasible for output $y$, but $y$ can be produced with the radially contracted input vector $(x/\lambda^*)$, and so $D_I(y, x) = \lambda^* > 1$. 

Figure 2.8 An Input Distance Function ($M = 1, N = 1$)

Figure 2.9 An Input Distance Function ($N = 2$)
Since the input distance function $D_i(y, x)$ is defined in terms of the input sets $L(y)$, which satisfy certain properties, the input distance function satisfies a corresponding set of properties given by

$D_{i1}$: $D_i(0, x) = +\infty$ and $D_i(y, 0) = 0$.

$D_{i2}$: $D_i(y, x)$ is an upper-semicontinuous function.

$D_{i3}$: $D_i(y, \lambda x) = \lambda D_i(y, x)$ for $\lambda > 0$.

$D_{i4}$: $D_i(y, \lambda x) \geq D_i(y, x)$ for $\lambda \geq 1$.

$D_{i5}$: $D_i(\lambda y, x) \leq D_i(y, x)$ for $\lambda \geq 1$.

If the weak monotonicity properties $L4$ and $L5$ are replaced with the strong monotonicity property $L6$, then the weak monotonicity properties $D_{i4}$ and $D_{i5}$ are replaced with

$D_{i6}$: $D_i(y, x') \geq D_i(y, x)$ for $x' \geq x$ and $D_i(y', x) \leq D_i(y, x)$ for $y' \geq y$.

If the convexity property $L7$ holds, then

$D_{i7}$: $D_i(y, x)$ is a concave function in $x$.

It should be clear from Definition 2.10 and Figures 2.8 and 2.9 that $L(y) = \{x: D_i(y, x) \geq 1\}$ and that Isoq $L(y) = \{x: D_i(y, x) = 1\}$. Thus the input isoquant, which we have already mentioned as one possible standard against which to measure the technical efficiency of input use, corresponds to the set of input vectors having an input distance function value of unity. All other feasible input vectors have input distance function values greater than unity.

The output distance function is introduced in Definition 2.11 and illustrated in Figures 2.10 and 2.11.

**Definition 2.11**: An output distance function is a function $D_o(x, y) = \min\{\mu: y/\mu \in P(x)\}$.

An output distance function takes an output-expanding approach to the measurement of the distance from a producer to the boundary of production possibilities. It gives the minimum amount by which an output vector can be deflated and still remain producible with a given input vector. In Figure 2.10 scalar output $y$ can be produced with input $x$, but so can larger output $(y/\mu^*)$, and so $D_o(x, y) = \mu^* < 1$. In Figure 2.11 the output vector $y$ is producible with input $x$, but
so is the radially expanded output vector \( (y/\mu^*) \), and so \( D_o(x, y) = \mu^* < 1 \).

Since an output distance function \( D_o(x, y) \) is defined in terms of the output sets \( P(x) \), which satisfy certain properties, the corresponding output distance function satisfies the properties
\(D_01: \, D_o(x, 0) = 0 \) and \(D_o(0, y) = +\infty\).

\(D_02: \, D_o(x, y)\) is a lower-semicontinuous function.

\(D_03: \, D_o(x, \lambda y) = \lambda D_o(x, y)\) for \(\lambda > 0\).

\(D_04: \, D_o(\lambda x, y) \leq D_o(x, y)\) for \(\lambda \geq 1\).

\(D_05: \, D_o(x, \lambda y) \leq D_o(x, y)\) for \(0 \leq \lambda \leq 1\).

If the weak monotonicity properties \(P4\) and \(P5\) are replaced with the strong monotonicity property \(P6\), then \(D_04\) and \(D_05\) are replaced with the strong monotonicity property

\(D_06: \, D_o(x', y) \leq D_o(x, y)\) for \(x' \geq x\) and \(D_o(x, y') \leq D_o(x, y)\) for \(y' \leq y\).

Finally if the convexity property \(P7\) holds, then

\(D_07: \, D_o(x, y)\) is a convex function in \(y\).

It should be clear from Definition 2.11 and Figures 2.10 and 2.11 that \(P(x) = \{y: D_o(x, y) \leq 1\}\) and that Isoq \(P(x) = \{y: D_o(x, y) = 1\}\). Thus the output isoquant, which we have mentioned as a possible standard against which to measure the technical efficiency of output production, corresponds to the set of output vectors having an output distance function value of unity. All other feasible output vectors have output distance function values less than unity.

Distance functions provide a characterization of the structure of production technology when multiple inputs are used to produce multiple outputs. However if only a single output is produced, an output distance function is related to the production frontier introduced in Definition 2.9. It should be apparent from Figure 2.10 that this relationship is given by \(D_o(x, y) = y/f(x) \leq 1\). No such relationship exists between an input distance function and a production frontier. However if a single input is used to produce multiple outputs, then \(D_i(y, x) = x/g(y) \geq 1\), where \(g(y)\) is an input requirements frontier, or an inverse production frontier.

2.2.4 Cost, Revenue, and Profit Frontiers

Thus far we have employed information on the quantities of inputs and outputs to describe the structure of production technology. We
now add information on the prices of the inputs and the outputs, together with a behavioral assumption, in order to provide additional characterizations of the structure of production technology. These characterizations are provided by the cost, revenue, and profit frontiers. While a joint production frontier describes the best that can be achieved technically, these three frontiers describe the best that can be achieved economically, and so they provide standards against which the economic performance of producers can be measured.

We begin by assuming that producers face a strictly positive vector of input prices given by \( w = (w_1, \ldots, w_N) \in \mathbb{R}^N_+ \). We also assume that producers attempt to minimize the cost of producing the output vector \( y \) they choose to produce, that cost being \( w^T x = \Sigma_n w_n x_n \). Then either the input sets or the input distance function can be used to derive a cost frontier, introduced in Definition 2.12 and illustrated in Figure 2.12.

**Definition 2.12:** A cost frontier is a function \( c(y, w) = \min_x \{ w^T x : x \in L(y) \} = \min_x \{ w^T x : D_j(y, x) \geq 1 \} \).

If only a single output is produced, the second equality in Definition 2.12 becomes \( c(y, w) = \min_x \{ w^T x : y \leq f(x) \} \). In Figure 2.12 the cost frontier \( c(y, w) \) shows the minimum expenditure required to
produce any scalar output, given input prices. The expenditure of each producer must be on or above $c(y, w)$. Thus the cost frontier provides a standard against which to measure the performance of producers for whom the cost minimization assumption is deemed appropriate.

Since the input sets $L(y)$ and the input distance function $D_i(y, x)$ satisfy certain properties, so does the cost frontier $c(y, w)$, which is obtained from them. These properties are

\begin{itemize}
\item[c1:] $c(0, w) = 0$ and $c(y, w) > 0$ for $y \geq 0$.
\item[c2:] $c(y, \lambda w) = \lambda c(y, w)$ for $\lambda > 0$.
\item[c3:] $c(y, w') \geq c(y, w)$ for $w' \geq w$.
\item[c4:] $c(y, w)$ is a concave function in $w$.
\item[c5:] $c(y, w)$ is a continuous function in $w$.
\item[c6:] $c(\lambda y, w) \leq c(y, w)$ for $0 \leq \lambda \leq 1$.
\item[c7:] $c(y, w)$ is lower semicontinuous in $y$.
\end{itemize}

If the weak monotonicity property $L5 \iff D_{i5}$ is replaced with the strong monotonicity property expressed in the second half of $L6 \iff D_{i6}$, then the weak monotonicity property $c6$ is replaced with

\begin{itemize}
\item[c8:] $c(y', w) \leq c(y, w)$ for $0 \leq y' \leq y$.
\end{itemize}

Finally if $G7$ holds, then

\begin{itemize}
\item[c9:] If $GR$ is convex, then $c(y, w)$ is a convex function in $y$.
\end{itemize}

If $c(y, w) = \min_{w} \{ w^T x : D_i(y, x) \geq 1 \}$ satisfies conditions $\{c1-c5, c7, c8\}$, then $c(y, w)$ is dual to $D_i(y, x)$ in the sense that $D_i(y, x) = \min_{w} \{ w^T x : c(y, w) \geq 1 \}$ satisfies properties $\{D_i1-D_i3, D_i6, D_i7\}$. In this case $D_i(y, x)$ and $c(y, w)$ provide equivalent representations of the structure of production technology, under the assumption of cost-minimizing behavior in the presence of exogenously determined input prices. Under these circumstances certain features of the structure of production technology, such as its returns to scale properties, can be inferred from the structure of the cost frontier. Thus, for
example, constant returns to scale in production can be characterized as
\[ L(\lambda y) = \lambda L(y) \iff D_I(\lambda y, x) = \lambda^{-1} D_I(y, x) \]
\[ \iff c(\lambda y, w) = \lambda c(y, w), \quad \lambda > 0. \]

Although our interest centers on situations in which not all producers succeed in minimizing the cost of producing their chosen output vector, the duality relationship linking a cost frontier with an input distance function remains critical for the measurement and decomposition of cost efficiency. This will become apparent in Section 2.4.1.

If the cost frontier \( c(y, w) \) is differentiable with respect to input prices, then Shephard’s (1953) lemma states that
\[ x(y, w) = \nabla_w c(y, w) \]

Thus the vector of cost-minimizing input demand equations can be obtained as the input price gradient of the cost frontier. For a producer operating on the cost frontier, \( w^T x = c(y, w) \) and \( x = x(y, w) \). For a producer operating above the cost frontier, \( w^T x > c(y, w) \) and \( x \neq x(y, w) \). The properties of \( x(y, w) \) are inherited from those of \( c(y, w) \) from which they are derived. For example, if \( c(y, w) \) is concave and twice continuously differentiable in \( w \), then cost-minimizing input demand equations cannot slope upwards with respect to their own prices. The empirical implication of Shephard’s lemma is that it allows \( x(y, w) \), alone or in conjunction with \( c(y, w) \), to be used to infer certain features of the structure of production technology. It will become apparent in later chapters that these cost-minimizing input demand equations play a central role in econometric analyses of cost efficiency.

Next we assume that producers face a strictly positive vector of output prices given by \( p = (p_1, \ldots, p_M) \in \mathbb{R}_{++}^M \) and that they seek to maximize the revenue \( p^T y = \sum_m p_m y_m \) obtainable from the input vector \( x \) at their disposal. Then either the output sets \( P(x) \) or the output distance function \( D_O(x, y) \) can be used to derive a revenue frontier, introduced in Definition 2.13 and illustrated in Figure 2.13.

**Definition 2.13:** A **revenue frontier** is a function \( r(x, p) = \max_y \{ p^T y : y \in P(x) \} = \max_y \{ p^T y : D_O(x, y) \leq 1 \} \).
Figure 2.13 A Revenue Frontier \((N = 1)\)

If only a single output is produced, the second equality in Definition 2.13 becomes \(r(x, p) = \max_y \{py : y \leq f(x)\} = pf(x)\), since \(D_o(x, y) = y/f(x)\). In Figure 2.13 \(r(x, p)\) shows the maximum revenue obtainable from any scalar input \(x\), given output prices, and so observed revenue must be on or beneath \(r(x, p)\). Thus the revenue frontier provides a standard against which to measure the performance of producers for whom the revenue maximization assumption is deemed appropriate.

Since the output sets \(P(x)\) and the output distance function \(D_o(x, y)\) satisfy certain properties, so does the revenue frontier \(r(x, p)\), which is obtained from them. These properties are

\[
\begin{align*}
    r1: & \quad r(0, p) = 0 \text{ and } r(x, p) > 0 \text{ for } x \geq 0. \\
    r2: & \quad r(x, \lambda p) = \lambda r(x, p) \text{ for } \lambda > 0. \\
    r3: & \quad r(x, p') \geq r(x, p) \text{ for } p' \geq p. \\
    r4: & \quad r(x, p) \text{ is a convex function in } p. \\
    r5: & \quad r(x, p) \text{ is a continuous function in } p. \\
    r6: & \quad r(\lambda x, p) \geq r(x, p) \text{ for } \lambda \geq 1. \\
    r7: & \quad r(x, p) \text{ is upper semicontinuous in } x.
\end{align*}
\]
If the weak monotonicity property \( P5 \iff D_05 \) is replaced with the strong monotonicity property expressed in the second half of \( P6 \iff D_06 \), then the weak monotonicity property \( r6 \) is replaced with

\[
\text{r8: } r(x', p) \geq r(x, p) \text{ for } x' \geq x.
\]

Finally, if \( G7 \) holds, then

\[
\text{r9: If } GR \text{ is convex, then } r(x, p) \text{ is a concave function in } x.
\]

If \( r(x, p) = \max_y[p^Ty: D_0(x, y) \leq 1] \) satisfies conditions \( \{r1-r5, r7, r8\} \), then \( r(x, p) \) is dual to \( D_0(x, y) \) in the sense that \( D_0(x, y) = \max_p[p^Ty: r(x, p) \leq 1] \) satisfies conditions \( \{D_01-D_03, D_06, D_07\} \). In this case \( D_0(x, y) \) and \( r(x, p) \) provide equivalent representations of the structure of production technology, under the assumption of revenue-maximizing behavior in the presence of exogenously determined output prices. Just as in the case of duality between \( D_1(y, x) \) and \( c(y, w) \), duality between \( D_0(x, y) \) and \( r(x, p) \) enables certain features of the structure of production technology to be inferred from \( r(x, p) \). In addition, this duality relationship plays a central role in the measurement and decomposition of revenue efficiency, which is the subject of Section 2.4.2.

If the revenue frontier \( r(x, p) \) is differentiable with respect to output prices, then a derivative property similar to Shephard's lemma yields

\[
y(x, p) = \nabla_p r(x, p),
\]

so that the vector of revenue-maximizing output supply equations is obtained as the output price gradient of the revenue frontier. For a producer operating on the revenue frontier, \( p^T y = r(x, p) \) and \( y = y(x, p) \). For a producer operating beneath the revenue frontier, \( p^T y < r(x, p) \) and \( y \neq y(x, p) \). The properties of \( y(x, p) \) are inherited from those of \( r(x, p) \) from which they are derived. Thus, for example, if \( r(x, p) \) is convex and twice continuously differentiable in \( p \), then revenue-maximizing output supply equations cannot slope downwards with respect to their own prices. Although revenue frontiers are rarely employed in the econometric analysis of productive efficiency, these revenue-maximizing output supply equations would provide a suitable framework for analysis, just as the cost minimizing input demand
equations do in the measurement and decomposition of cost efficiency.

We now assume that producers face strictly positive input prices $w \in \mathbb{R}^N_+$ and strictly positive output prices $p \in \mathbb{R}^M_+$, and attempt to maximize the profit $[p^T y - w^T x]$ they obtain from using $x \in \mathbb{R}^N_+$ to produce $y \in \mathbb{R}^M_+$. The graph of production technology can be used to obtain a profit frontier, which is introduced in Definition 2.14 and illustrated in Figure 2.14.

**Definition 2.14:** A profit frontier is a function $\pi(p, w) = \max_{y,x} \{p^T y - w^T x: (y, x) \in GR\}$. 

![Profit Frontier Graphs](image)
If successful cost-minimizing behavior is assumed, then \( \pi(p, w) = \max_y [p^T y - c(y, w)] \), since \( w^T x = c(y, w) \). Alternatively, if successful revenue-maximizing behavior is assumed, then \( \pi(p, w) = \max_x [r(x, p) - w^T x] \), since \( p^T y = r(x, p) \). In Figure 2.14 \( \pi(p, w) \) shows the maximum profit obtainable from a given scalar output price in panel (a) and the maximum profit obtainable from a given scalar input price in panel (b). In each panel observed profit must be on or beneath \( \pi(p, w) \), and so \( \pi(p, w) \) provides a standard against which to measure the performance of producers for whom the profit maximization objective is deemed appropriate.

Since \( GR \) satisfies certain properties, so does \( \pi(p, w) \). In addition to the properties listed in Section 2.2.1, we assume that \( GR \) exhibits strict decreasing returns to scale, since constant returns to scale would imply that either \( \pi(p, w) = 0 \) or \( \pi(p, w) = +\infty \). With this in mind, the properties satisfied by \( \pi(p, w) \) are

\( \pi_1: \pi(p', w) \geq \pi(p, w) \) for \( p' \geq p \).

\( \pi_2: \pi(p, w') \leq \pi(p, w) \) for \( w' \geq w \).

\( \pi_3: \pi(\lambda p, \lambda w) = \lambda \pi(p, w) \) for \( \lambda > 0 \).

\( \pi_4: \pi(p, w) \) is a convex function in \( (p, w) \).

If \( \pi(p, w) = \max_{y,x} [p^T y - w^T x; (y, x) \in GR] \) satisfies \( \{\pi_1-\pi_4\} \), then \( \pi(p, w) \) and \( GR \) are dual, in the sense that \( GR = \{(y, x): p^T y - w^T x \leq \pi(p, w)\} \) satisfies \( \{G1-G3, G6, G7\} \). In this case \( \pi(p, w) \) and \( GR \) provide equivalent representations of the structure of production technology, under the assumption of profit-maximizing behavior in the presence of exogenously determined output prices and input prices.

If \( \pi(p, w) \) is differentiable, then Hotelling's (1932) lemma states that

\[
y(p,w) = \nabla_p \pi(p,w),
\]

\[
-x(p,w) = \nabla_w \pi(p,w).
\]

Thus the vectors of profit-maximizing output supply and input demand equations can be obtained from the profit frontier as the output price gradient and the negative of the input price gradient,
respectively. For a producer operating on the profit frontier, \( p^Ty - w^Tx \) = \( \pi(p, w) \) and \( y = y(p, w), x = x(p, w) \). For a producer operating beneath the profit frontier, \( p^Ty - w^Tx < \pi(p, w) \) and either \( y \neq y(p, w) \) or \( x \neq x(p, w) \) or both.

Particularly in the single-output case, it is frequently convenient to work with a normalized profit frontier. Since the profit frontier \( \pi(p, w) \) is homogeneous of degree +1 in \( (p, w) \), it is possible to divide maximum profit \( \pi(p, w) \) by \( p > 0 \) to obtain

**Definition 2.15:** Let \( M = 1 \). A normalized profit frontier \( \pi^*(w/p) = \pi(p, w)/p = \max_{y, x} \{ y - (w/p)^T x : (y, x) \in GR \} \).

The normalized profit frontier \( \pi^*(w/p) \) is nonincreasing, convex, and homogeneous of degree 0 in \( (w; p) \). For a normalized profit frontier Hotelling's lemma generates

\[
-x\left(\frac{w}{p}\right) = \nabla_{(w/p)} \pi^* \left( \frac{w}{p} \right),
\]

\[
y\left(\frac{w}{p}\right) = \pi^* \left( \frac{w}{p} \right) - \left(\frac{w}{p}\right)^T \nabla_{(w/p)} \pi^* \left( \frac{w}{p} \right).
\]

A normalized profit frontier can also be defined in the multiple-output case, with the normalizing price being any positive output price or any positive input price.

### 2.2.5 Variable Cost Frontiers and Variable Profit Frontiers

It may not be possible for producers to minimize cost, or to maximize profit, if some inputs are fixed, perhaps by contractual arrangement. In this case the focus shifts from a cost frontier to a variable cost frontier, and from a profit frontier to a variable profit frontier. In this section we briefly discuss the properties of variable cost frontiers and variable profit frontiers. We leave the treatment of variable revenue frontiers to the reader.

We begin by assuming that producers use variable input vector \( x \in R^N_+ \), available at prices \( w \in R^N_+ \), and fixed input vector \( z \in R^Q_+ \), to produce output vector \( y \in R^M_+ \). We assume that producers seek to minimize the variable cost \( w^T x \) required to produce \( y \), given technology and \( (w, z) \). A variable cost frontier can be defined as
Definition 2.16: A variable cost frontier is a function \( \nu c(y, w, z) = \min_{x \in GR} [w^Tx: (y, x, z) \in GR] \).

The variable cost frontier \( \nu c(y, w, z) \) shows the minimum expenditure on variable inputs required to produce output vector \( y \) when variable input prices are \( w \) and fixed input quantities are \( z \). Consequently \( w^Tx \geq \nu c(y, w, z) \), and \( \nu c(y, w, z) \) becomes the standard against which to measure the performance of producers for whom the variable cost minimization assumption is appropriate.

The properties satisfied by \( \nu c(y, w, z) \) are similar to those satisfied by the cost frontier \( c(y, w) \). Thus \( \nu c(y, w, z) \) is a nonnegative function that is homogeneous of degree +1 and concave in \( w \) for given \( (y, z) \). Under a weak monotonicity property akin to \( G6 \), \( \nu c(y, w, z) \) is also nondecreasing in \( w \) for given \( (y, z) \), nondecreasing in \( y \) for given \( (w, z) \), and nonincreasing in \( z \) for given \( (y, w) \). Under a convexity property akin to \( G7 \), \( \nu c(y, w, z) \) is a convex function in \( (y, z) \) for given \( w \).

If \( \nu c(y, w, z) \) is differentiable in the elements of \( w \), then Shephard's lemma states that variable input demand equations are given by \( x(y, w, z) = \nabla_w \nu c(y, w, z) \). Finally, if \( \nu c(y, w, z) \) is differentiable in the elements of \( z \), then a vector of shadow prices for the fixed inputs is given by \( q^s = -\nabla_z \nu c(y, w, z) \).

We now assume that producers sell their outputs at prices \( p \in \mathbb{R}^M_+ \) and attempt to maximize variable profit, the difference between total revenue \( p^Ty \) and variable cost \( w^Tx \), given technology and \( (p, w, z) \). A variable profit frontier can be defined as

Definition 2.17: A variable profit frontier is a function \( \nu \pi(p, w, z) = \max_{x \in GR} [p^Ty - w^Tx: (y, x, z) \in GR] \).

The variable profit frontier \( \nu \pi(p, w, z) \) shows the maximum excess of total revenue over variable cost when output prices are \( p \), variable input prices are \( w \), and fixed input quantities are \( z \). It follows that \( (p^Ty - w^Tx) \leq \nu \pi(p, w, z) \), and \( \nu \pi(p, w, z) \) becomes the standard against which to measure the performance of producers for whom the variable profit maximization assumption is appropriate.

Suppose that \( GR \) satisfies properties akin to \( [GR1-GR3, GR6, GR7] \), extended from \( (y, x) \) to \( (y, x, z) \). Suppose also that \( GR \) is a cone, so that technology satisfies constant returns to scale in \( (y, x, z) \). Then the variable profit frontier \( \nu \pi(p, w, z) \) is a nonnegative function that is (i) convex and homogeneous of degree +1 in \( (p, w) \) for given
z; (ii) nondecreasing in $p$ and nonincreasing in $w$ for given $z$; and (iii) nondecreasing, concave, and homogeneous of degree $-1$ in $z$ for given $(p, w)$. If $v\pi(p, w, z)$ is differentiable in the elements of $(p, w)$, then Hotelling's lemma states that output supply equations are given by $y(p, w, z) = \nabla_p v\pi(p, w, z)$ and variable input demand equations are given by $x(p, w, z) = -\nabla_w v\pi(p, w, z)$. Finally if $v\pi(p, w, z)$ is differentiable in the elements of $z$, $\nabla_z v\pi(p, w, z) = q^s$, $q^s$ being a vector of shadow prices of the fixed inputs. Note that this notion of shadow prices differs from the notion introduced within the context of a variable cost frontier because the objective of producers is different.

2.3 TECHNICAL EFFICIENCY

In Section 2.2 we introduced various types of frontiers. A production frontier exploits only input and output quantity data, while cost, revenue, and profit frontiers exploit input and/or output quantity data, together with input and/or output price data and a behavioral assumption as well. The next step is to introduce measures of distance to each of these frontiers, with distances providing measures of technical or economic efficiency. In this section we introduce a pair of measures of distance to a production frontier, these distances providing measures of technical efficiency. In Section 2.3.1 we define technical efficiency, and we introduce the two measures of technical efficiency. In Section 2.3.2 we discuss the two measures of technical efficiency under the assumption that producers produce a single output, and in Section 2.3.3 we discuss the two measures of technical efficiency under the assumption that producers produce multiple outputs.

2.3.1 Definitions and Measures of Technical Efficiency

Generally speaking, technical efficiency refers to the ability to minimize input use in the production of a given output vector, or the ability to obtain maximum output from a given input vector. A formal definition of technical efficiency, due to Koopmans (1951), is provided in Definition 2.18. Two special cases of Koopmans' definition, the
first being input oriented and the second being output oriented, are provided in Definitions 2.19 and 2.20. Following these definitions of technical efficiency, two measures of technical efficiency, the first being input oriented and the second being output oriented, are provided in Definitions 2.21 and 2.22. These measures were first proposed by Debreu (1951) and Farrell (1957), and so they are often referred to jointly as the Debreu–Farrell measures of technical efficiency.

**Definition 2.18:** An output–input vector \((y, x) \in GR\) is technically efficient if, and only if, \((y', x') \not\in GR\) for \((y', -x') \geq (y, -x)\).

**Definition 2.19:** An input vector \(x \in L(y)\) is technically efficient if, and only if, \(x' \not\in L(y)\) for \(x' \leq x\) or, equivalently, \(x \in \text{Eff } L(y)\).

**Definition 2.20:** An output vector \(y \in P(x)\) is technically efficient if, and only if, \(y' \not\in P(x)\) for \(y' \geq y\) or, equivalently, \(y \in \text{Eff } P(x)\).

Definition 2.18 calls a feasible output–input vector technically efficient if, and only if, no increase in any output or decrease in any input is feasible. Definition 2.19 holds the output vector fixed and calls a feasible input vector technically efficient if, and only if, no reduction in any input is feasible (recall Definition 2.5). Definition 2.20 holds the input vector fixed and calls a feasible output vector technically efficient if, and only if, no increase in any output is feasible (recall Definition 2.7). Thus technical efficiency is defined in terms of membership in an efficient subset. Definitions 2.19 and 2.20 of technical efficiency should be carefully compared with the following two measures of technical efficiency.

**Definition 2.21:** An input-oriented measure of technical efficiency is a function \(TE_I(y, x) = \min\{\theta: \theta x \in L(y)\}\).

**Definition 2.22:** An output-oriented measure of technical efficiency is a function \(TE_O(x, y) = [\max\{\phi: \phi y \in P(x)\}]^{-1}\).

Definitions 2.21 and 2.22 measure technical efficiency in terms of equiproportionate contraction of all inputs and equiproportionate expansion of all outputs, respectively. If no equiproportionate contraction of all inputs is feasible, that input vector is called technically
efficient, whereas if no equiproporionate expansion of all outputs is feasible, that output vector is called technically efficient. Recalling Definitions 2.4 and 2.6, the Debreu–Farrell measures of technical efficiency associate technical efficiency with membership in isoquants. Since membership in isoquants is necessary, but not sufficient, for membership in efficient subsets, it follows that technical efficiency on the basis of the Debreu–Farrell measures is necessary, but not sufficient, for technical efficiency on the basis of Koopmans’ definitions.

Throughout this book, and also throughout the vast majority of econometric work, technical efficiency is measured radially, using isoquants as standards, following Debreu and Farrell. It is natural to ask why technical efficiency is not measured relative to the more exacting standards provided by efficient subsets, following Koopmans. The answer is that radial measures have nice properties, and using efficient subsets as standards would require nonradial measures. The properties of the two Debreu–Farrell measures of technical efficiency are given in Proposition 2.1.

**Proposition 2.1:** The input-oriented measure of technical efficiency $TE_i(y, x)$ satisfies the properties:

(i) $TE_i(y, x) \leq 1$.

(ii) $TE_i(y, x) = 1 \iff x \in \text{ Isoq } L(y)$.

(iii) $TE_i(y, x)$ is nonincreasing in $x$.

(iv) $TE_i(y, x)$ is homogeneous of degree $-1$ in $x$.

(v) $TE_i(y, x)$ is invariant with respect to the units in which $y$ and $x$ are measured.

The output-oriented measure of technical efficiency $TE_o(x, y)$ satisfies the properties:

(i) $TE_o(x, y) \leq 1$.

(ii) $TE_o(x, y) = 1 \iff y \in \text{ Isoq } P(x)$.

(iii) $TE_o(x, y)$ is nondecreasing in $y$.

(iv) $TE_o(x, y)$ is homogeneous of degree $+1$ in $y$. 
(v) $\text{TE}_o(x, y)$ is invariant with respect to the units in which $x$ and $y$ are measured.

All but one of these properties are desirable properties that any measure of technical efficiency should satisfy. Since both $\text{TE}_i(y, x)$ and $\text{TE}_o(x, y)$ are used to measure technical efficiency throughout the book, it is worthwhile to discuss these properties. The first property is a normalization property, which states that both $\text{TE}_i(y, x)$ and $\text{TE}_o(x, y)$ are bounded above by unity. [Elsewhere in the literature $\text{TE}_o(x, y)$ is frequently defined without the reciprocal operation; for such a definition $\text{TE}_o(x, y)$ is bounded below by unity.] The third property is a weak monotonicity property, which states that $\text{TE}_i(y, x)$ does not increase when usage of any input increases and that $\text{TE}_o(x, y)$ does not decrease when production of any output increases. The fourth property is a homogeneity property, which states that an equiproportionate change in all inputs results in an equivalent change in the opposite direction in $\text{TE}_i(y, x)$ and an equiproportionate change in all outputs results in an equivalent change in the same direction in $\text{TE}_o(x, y)$. The final property is an invariance property, which states that if the units in which any output or any input is measured are changed (say, from acres to hectares), efficiency scores are unaffected.

The second property is the only undesirable property. It states that $\text{TE}_i(y, x)$ and $\text{TE}_o(x, y)$ use the relaxed standards $\text{Isoq } L(y)$ and $\text{Isoq } P(x)$, rather than the more stringent standards $\text{Eff } L(y)$ and $\text{Eff } P(x)$, to measure technical efficiency. Property (ii) can be strengthened to $\text{TE}_i(y, x) = 1 \iff x \in \text{Eff } L(y)$ and $\text{TE}_o(x, y) = 1 \iff y \in \text{Eff } P(x)$, provided production technology satisfies a sufficiently strong monotonicity condition to guarantee that $\text{Eff } L(y) = \text{Isoq } L(y)$ and $\text{Eff } P(x) = \text{Isoq } P(x)$. This strong monotonicity condition is satisfied by a Cobb–Douglas production frontier, but it is not necessarily satisfied by a flexible production frontier such as translog, and the translog functional form is widely used in empirical efficiency analysis. Alternatively, technical efficiency can be defined relative to efficient subsets, but this would require replacing the radial Debreu–Farrell measures with nonradial measures that would not satisfy the homogeneity and invariance properties. In the econometric literature the tradeoff between radial efficiency measures satisfying the undesirable property (ii) and nonradial efficiency measures failing to satisfy
the desirable properties (iv) and (v) has been resolved in favor of Debreu and Farrell.

In some cases it is appropriate to adopt an input-conserving approach to the measurement of technical efficiency, whereas in other cases it is appropriate to adopt an output-expanding approach. This makes it desirable to know the nature of the relationship between the input oriented measure and the output-oriented measure. The relationship between $TE_i(y, x)$ and $TE_o(x, y)$ is given by

**Proposition 2.2:** $TE_i(y, x) = TE_o(x, y) \forall (y, x) \in GR \iff L(\lambda y) = \lambda L(y) \iff P(\lambda x) = \lambda P(x)$.

Thus $TE_i(y, x)$ and $TE_o(x, y)$ assign the same technical efficiency score to a producer if, and only if, technology is homogeneous of degree +1; that is, technology is characterized by constant returns to scale. This condition is stringent, and is unlikely to be satisfied in empirical work. Consequently it is very likely that a ranking of producers will be sensitive to the orientation of the efficiency measurement. This makes it essential to choose the orientation with care.

### 2.3.2 Single-Output Production Frontiers and the Measurement of Technical Efficiency

We now consider the case in which producers use multiple inputs to produce a single output. In this case we can use Definition 2.9 to simplify the two Debreu–Farrell measures of technical efficiency. The single-output versions of these technical efficiency measures are given in Definitions 2.23 and 2.24, and illustrated in Figures 2.15–2.17.

**Definition 2.23:** If only a single output is produced, an input-oriented measure of technical efficiency is given by the function $TE_i(y, x) = \min\{\theta : y \leq f(\theta x)\}$.

**Definition 2.24:** If only a single output is produced, an output-oriented measure of technical efficiency is given by the function $TE_o(x, y) = [\max\{\phi : \phi y \leq f(x)\}]^{-1}$. 
Figure 2.15 Input-Oriented and Output-Oriented Measures of Technical Efficiency \((M = 1, N = 1)\)

Figure 2.16 An Input-Oriented Measure of Technical Efficiency \((N = 2)\)

Figure 2.15 uses the production frontier \(f(x)\) to illustrate both measures of technical efficiency. A producer using \(x^A\) to produce \(y^A\) is technically inefficient, since it operates beneath \(f(x)\). \(TE_i(y^A, x^A)\) measures the maximum contraction of \(x^A\) that enables continued
production of $y^A$, and $TE_I(y^A, x^A) = \theta^A < 1$, since $y^A = f(\theta^A x^A)$. $TE_O(x^A, y^A)$ measures the reciprocal of the maximum expansion of $y^A$ that is feasible with $x^A$, and $TE_O(x^A, y^A) = (\phi^A)^{-1} < 1$, since $\phi^A y^A = f(x^A)$. Figure 2.16 uses the input set $L(y)$ and its isoquant $Isoq L(y)$ to illustrate the input-oriented measure of technical efficiency. $TE_I(y^A, x^A)$ measures the maximum radial contraction in $x^A$ that enables continued production of $y^A$, and $TE_I(x^A, y^A) = \theta^A < 1$, since $\theta^A x^A \in Isoq L(y^A)$. Figure 2.17 uses the input set $L(y)$ and its isoquant $Isoq L(y)$ to illustrate the output-oriented measure of technical efficiency. The reciprocal of $TE_O(x^A, y^A)$ measures the maximum expansion of $y^A$ that is feasible with inputs $x^A$, and $TE_O(x^A, y^A) = (\phi^A)^{-1} < 1$, since $x^A \in Isoq L(\phi^A y^A)$.

### 2.3.3 Multiple-Output Distance Functions and the Measurement of Technical Efficiency

We now assume that producers use multiple inputs to produce multiple outputs. The analytical framework is very similar to that of Section 2.3.2; the only difference is that the (single-output) production frontier is replaced with distance functions. Input distance functions are used to define an input-oriented measure of technical
efficiency, and output distance functions are used to define an output-oriented measure of technical efficiency. The following two definitions are straightforward extensions of Definitions 2.23 and 2.24 to the multiple-output case.

Definition 2.25: If any number of outputs is produced, an input-oriented measure of technical efficiency is given by the function $TE_I(y, x) = \min\{\theta: D_I(y, \theta x) \geq 1\}$.

Definition 2.26: If any number of outputs is produced, an output-oriented measure of technical efficiency is given by the function $TE_O(x, y) = [\max\{\phi: D_O(x, \phi y) \leq 1\}]^{-1}$.

In Figure 2.18 the input-oriented measure of the technical efficiency of producer $(x^A, y^A)$ is given by $TE_I(y^A, x^A) = \theta^A < 1$, since $\theta^A x^A \in \text{Isoq } L(y^A)$. In Figure 2.19 the output-oriented measure of the technical efficiency of producer $(x^A, y^A)$ is given by $TE_O(x^A, y^A) = (\phi^A)^{-1} < 1$, since $\phi^A y^A \in \text{Isoq } P(x^A)$.

The efficiency measures introduced in Definitions 2.25 and 2.26, and illustrated in Figures 2.18 and 2.19, look very much like the distance functions introduced in Definitions 2.10 and 2.11, and illustrated in Figures 2.9 and 2.11. This should not be surprising, since distance functions provide radial measures of the distance from an
output-input bundle to the boundary of production technology. The relationships between distance functions and radial efficiency measures are provided in

**Proposition 2.3:** $TE_i(y, x) = [D_i(y, x)]^{-1}$ and $TE_o(x, y) = D_o(x, y)$.

The input-oriented measure of technical efficiency $TE_i(y, x)$ is the reciprocal of the input distance function $D_i(y, x)$, and the output-oriented measure of technical efficiency $TE_o(x, y)$ coincides with the output distance function $D_o(x, y)$. Thus as we indicated in Section 2.2.3, distance functions are intimately related to the measurement of technical efficiency. This should be clear from a comparison of the properties of $TE_i(y, x)$ and $TE_o(x, y)$ given in Proposition 2.1 with the properties of $D_i(y, x)$ and $D_o(x, y)$ given in Section 2.2.3.

### 2.4 ECONOMIC EFFICIENCY

In Section 2.3 we introduced a pair of measures of technical efficiency, for both the single-output case and the multiple-output...
output–input bundle to the boundary of production technology. The relationships between distance functions and radial efficiency measures are provided in

**Proposition 2.3:** \( TE(y, x) = [D_i(y, x)]^{-1} \) and \( TE_o(x, y) = D_o(x, y) \).

The input-oriented measure of technical efficiency \( TE_i(y, x) \) is the reciprocal of the input distance function \( D_i(y, x) \), and the output-oriented measure of technical efficiency \( TE_o(x, y) \) coincides with the output distance function \( D_o(x, y) \). Thus as we indicated in Section 2.2.3, distance functions are intimately related to the measurement of technical efficiency. This should be clear from a comparison of the properties of \( TE_i(y, x) \) and \( TE_o(x, y) \) given in Proposition 2.1 with the properties of \( D_i(y, x) \) and \( D_o(x, y) \) given in Section 2.2.3.

**2.4 ECONOMIC EFFICIENCY**

In Section 2.3 we introduced a pair of measures of technical efficiency, for both the single-output case and the multiple-output case. The standards against which technical efficiency is measured are provided by the production frontier in the single-output case and by isoquants in both the single-output case and the multiple-output case. These are fairly weak standards, since no behavioral objective is imposed. If a behavioral objective of cost minimization is appropriate, the cost frontier \( c(y, w) \) and its associated system of cost-minimizing input demand equations \( x(y, w) \) provide a standard against which to measure cost efficiency. This provides a more exacting input-oriented standard against which to measure producer performance. Alternatively, if a behavioral objective of revenue maximization is appropriate, the revenue frontier \( r(x, p) \) and its associated system of revenue-maximizing output supply equations provides a standard against which to measure revenue efficiency. This provides a more exacting output-oriented standard against which to measure producer performance. Finally, if a behavioral objective of profit maximization is appropriate, the profit frontier \( \pi(p, w) \) and its associated system of profit-maximizing output supply equations \( y(p, w) \) and input demand equations \( x(p, w) \) provides a still more exacting standard against which to measure producer performance. We consider each of these economic standards in the next three subsections.

**2.4.1 Cost Frontiers and Cost Efficiency**

We assume that producers face input prices \( w \in R^n \), and seek to minimize the cost \( w'x \) they incur in producing the outputs \( y \in R^m \) they choose to produce. The standard against which their performance is evaluated shifts from the production frontier to the cost frontier. We will see that the achievement of input-oriented technical efficiency is necessary, but not sufficient, for the achievement of cost efficiency. This is because a technically efficient producer could use an inappropriate input mix, given the input prices it faces. A measure of cost efficiency is introduced in Definition 2.27 and illustrated in Figures 2.20 and 2.21.

**Definition 2.27:** A measure of cost efficiency is a function \( CE(y, x, w) = c(y, w)/w'x \).

The measure of cost efficiency is given by the ratio of minimum cost to observed cost. In Figure 2.20 the cost efficiency of a producer
For $x \in L(y)$, the measure of cost efficiency satisfies the following properties:

**CE1:** $0 < CE(y, x, w) \leq 1$, with $CE(y, x, w) = 1 \iff x = x(y, w)$ so that $w^Tx = c(y, w)$.

**CE2:** $CE(y, \lambda x, w) = \lambda^{-1}CE(y, x, w)$ for $\lambda > 0$.

**CE3:** $CE(\lambda y, x, w) \geq CE(y, x, w)$ for $\lambda \geq 1$.

**CE4:** $CE(y, x, \lambda w) = CE(y, x, w)$ for $\lambda > 0$.

Thus the measure of cost efficiency is bounded between zero and unity, and achieves its upper bound if, and only if, a producer uses a cost-minimizing input vector. The measure is homogeneous of degree $-1$ in inputs (e.g., a doubling of all inputs doubles cost and halves cost efficiency), nondecreasing in outputs, and homogeneous of degree 0 in input prices (e.g., a doubling of all input prices has no effect on cost efficiency). Property CE4 implies that the measure of cost efficiency depends only on relative input prices.

It is apparent from Figure 2.20 that not all cost inefficiency is necessarily attributable to technical inefficiency. Using Definition 2.20, the input-oriented technical efficiency of the producer being examined is given by $TE_i(y^a, x^a) = \theta^a = w^{AT}(\theta^a x^a)/w^{AT}x^a$. Thus cost efficiency is given by the ratio of expenditure at $x^E$ (which is equal to expenditure at $x^B$) to expenditure at $x^a$, whereas input-oriented technical efficiency is given by the ratio of expenditure at $\theta^a x^a$ to expenditure at $x^a$. The remaining portion of cost inefficiency is given by the ratio of expenditure at $x^E$ to expenditure at $\theta^a x^a$, and is attributable to a misallocation of inputs in light of their relative prices. In Figure 2.20 the input vector $\theta^a x^a$ is technically efficient, but not cost efficient because $(\theta^a x^a_1/\theta^a x^a_2) > x_E^1/x_E^2 = x_1(y^a, w^a)/x_2(y^a, w^a)$. The notion of input allocative efficiency is introduced in Definition 2.28 and illustrated in Figures 2.20 and 2.21.

**Definition 2.28:** A measure of input allocative efficiency is a function $AE_i(y, x, w) = CE(y, x, w)/TE_i(y, x)$.

Thus a measure of input allocative efficiency is provided by the ratio of cost efficiency to input-oriented technical efficiency. Since $CE(y^a, w^a) = c(y^a, w^a)/w^{AT}x^a$ and $TE_i(y^a, x^a) = w^{AT}(\theta^a x^a)/w^{AT}x^a$, it follows that $AE_i(y^a, x^a, w^a) = c(y^a, w^a)/w^{AT}(\theta^a x^a)$. 
The properties satisfied by \( AE_i(y, x, w) \) are

\[ AE_{i1}: \ 0 < AE_i(y, x, w) \leq 1. \]

\[ AE_{i2}: \ AE_i(y, x, w) = 1 \iff \text{there exists a } \lambda \leq 1 \text{ such that } \lambda x = x(y, w). \]

\[ AE_{i3}: \ AE_i(\lambda x, \lambda w) = AE_i(y, x, w) \text{ for } \lambda > 0. \]

\[ AE_{i4}: \ AE_i(y, x, \lambda w) = AE_i(y, x, w) \text{ for } \lambda > 0. \]

Thus \( AE_i(y, x, w) \) is bounded between zero and unity, and attains its upper bound if, and only if, the input vector can be radially contracted to the cost-minimizing input vector. \( AE_i(y, x, w) \) is also homogeneous of degree 0 in input quantities and in input prices, being dependent on the input mix and on relative input prices.

The decomposition of cost efficiency into input-oriented technical efficiency and input allocative efficiency illustrated in Figures 2.20 and 2.21 is formalized in Proposition 2.4.

**Proposition 2.4:** The measure of cost efficiency decomposes as

\[ CE(y, x, w) = TE_i(y, x) \cdot AE_i(y, x, w). \]

Using Proposition 2.4, still another way of expressing the necessary and sufficient condition for cost efficiency is \( CE(y, x, w) = 1 \iff TE_i(y, x) = AE_i(y, x, w) = 1. \)

### 2.4.2 Revenue Frontiers and Revenue Efficiency

The structure of this section is essentially the same as the structure of the preceding section; only the orientation changes. We now assume that producers face output prices \( p \in R^N_+ \), and seek to maximize the revenue \( p^T y \) they can generate from the input vector \( x \in R^N_+ \) they employ. The standard against which their performance is evaluated is provided by the revenue frontier. We will see that failure to maximize revenue can be attributed to either or both of two sources: output-oriented technical inefficiency and production of an inappropriate output mix in light of the prevailing output price vector. A measure of revenue efficiency is introduced in Definition 2.29 and illustrated in Figures 2.22 and 2.23.

**Definition 2.29:** A measure of revenue efficiency is a function

\[ RE(x, y, p) = p^T y / r(x, p). \]
is given by the ratio of observed revenue $p^T y^A$ to maximum revenue $r(x^*, p^A) = p^T y^E$. The same scenario is portrayed in Figure 2.23, using $r(x, p^*)$.

For $y \in P(x)$, the measure of revenue efficiency satisfies the following properties:

$RE1$: $0 < RE(x, y, p) \leq 1$, with $RE(x, y, p) = 1$ iff $y = y(x, p)$ so that $p^T y = r(x, p)$.

$RE2$: $RE(x, \lambda y, p) = \lambda RE(x, y, p)$ for $\lambda > 0$.

$RE3$: $RE(\lambda x, y, p) \leq RE(x, y, p)$ for $\lambda \geq 1$.

$RE4$: $RE(x, y, \lambda p) = RE(x, y, p)$ for $\lambda > 0$.

Thus the measure of revenue efficiency is bounded between zero and unity, and achieves its upper bound if, and only if, a producer produces a revenue-maximizing output vector. The measure is homogeneous of degree +1 in outputs (i.e., an equiproportionate change in all outputs generates the same proportionate change in revenue efficiency), nonincreasing in inputs, and homogeneous of degree 0 in output prices (e.g., a doubling of all output prices has no effect on revenue efficiency). Property $RE4$ implies that the measure of revenue efficiency depends only on relative output prices.

It should be clear from Figure 2.22 that not all revenue inefficiency is necessarily due to technical inefficiency. Using Definition 2.22, the output-oriented technical efficiency of the producer being evaluated is given by $TE_o(x^A, y^A) = p^T y^A / p^T (\phi^A y^A) = (\phi^A)^{-1}$. Revenue efficiency is given by the ratio of revenue at $y^A$ to revenue at $y^E$ (which is equal to revenue at $y^E$), whereas output-oriented technical efficiency is given by the ratio of revenue at $y^A$ to revenue at $\phi^A y^A$. The remaining portion of revenue inefficiency is given by the ratio of revenue at $\phi^A y^A$ to revenue at $y^E$, and is due to a misallocation of outputs in light of their relative prices. In Figure 2.22 the output vector $\phi^A y^A$ is technically efficient, but not revenue efficient because $(\phi^A y^A | \phi^A y^A) > y^E / y^E = y_1(x^A, p^A) / y_2(x^A, p^A)$. The notion of output allocative efficiency is introduced in Definition 2.30 and illustrated in Figures 2.22 and 2.23.

**Definition 2.30**: A measure of output allocative efficiency is a function $AE_o(x, y, p) = RE(x, y, p) / TE_o(x, y)$.

Thus a measure of output allocative efficiency is provided by the ratio of revenue efficiency to output-oriented technical efficiency. Since $RE(x^A, p^A) = p^T y^A / r(x^A, p^A)$ and $TE_o(x^A, y^A) = p^T y^A / p^T (\phi^A y^A)$, it follows that $AE_o(x^A, y^A, p^A) = p^T (\phi^A y^A) / r(x^A, p^A)$.

The properties satisfied by $AE_o(x, y, p)$ are

$AE_o1$: $0 < AE_o(x, y, p) \leq 1$.

$AE_o2$: $AE_o(x, y, p) = 1$ iff there exists a $\lambda \geq 1$ such that $\lambda y = y(x, p)$.

$AE_o3$: $AE_o(\lambda y, y, p) = AE_o(x, y, p)$ for $\lambda > 0$.

$AE_o4$: $AE_o(x, y, \lambda p) = AE_o(x, y, p)$ for $\lambda > 0$.

Thus $AE_o(x, y, p)$ is bounded between zero and unity, and achieves its upper bound if, and only if, the output vector can be radially expanded to the revenue-maximizing output vector. $AE_o(x, y, p)$ is also homogeneous of degree 0 in output quantities and in output prices, being dependent on the output mix and on relative output prices.

The decomposition of revenue efficiency into output-oriented technical efficiency and output allocative efficiency illustrated in Figures 2.22 and 2.23 is formalized in Proposition 2.5.

**Proposition 2.5**: The measure of revenue efficiency decomposes as $RE(x, y, p) = TE_o(x, y) 
 AE_o(x, y, p)$.

It follows from Proposition 2.5 that $RE(x, y, p) = 1$ iff $TE_o(x, y) = AE_o(x, y, p) = 1$. Thus for a producer to achieve maximum revenue it is necessary and sufficient that the producer be technically efficient and produce the correct mix of outputs. Failure to do either results in less than maximum revenue.

### 2.4.3 Profit Frontiers and Profit Efficiency

We now assume that producers face output prices $p \in R^N_*$ and input prices $w \in R^N_*$, and seek to maximize the profit $(p^T y - w^T x)$ they obtain from using $x \in R^N_*$ to produce $y \in R^N_*$. The standard against
which their performance is measured shifts again, from the revenue frontier to the profit frontier. The notion of profit efficiency is introduced in Definition 2.31 and illustrated in Figure 2.24. We will see that several of the previously introduced notions of efficiency are necessary for the achievement of profit efficiency, but that none by itself is sufficient. This is because profit efficiency requires (either input-oriented or output-oriented) technical efficiency and both input allocative efficiency and output allocative efficiency. Moreover, even these efficiencies are not collectively sufficient for profit efficiency, since profit efficiency also requires technical efficiency and both types of allocative efficiency to be achieved at the proper scale. Thus profit efficiency also requires a type of scale efficiency.

**Definition 2.31:** A measure of profit efficiency is a function

\[ \pi E(y, x, p, w) = \frac{(p^Ty - w^Tx)}{\pi(p, w)}, \text{provided } \pi(p, w) > 0. \]

Thus a measure of profit efficiency is provided by the ratio of actual profit to maximum profit, and obviously \( \pi E(y, x, p, w) \leq 1 \). In Figure 2.24 a producer facing prices \((p^A, w^A)\) achieves \( \pi E(y, x, p, w) = 1 \) at output–input combination \( E \), and \( \pi E(y, x, p, w) < 1 \) for all other feasible output–input combinations.

For \((y, x) \in GR\), the measure of profit efficiency satisfies the following properties:

\[ \pi E\left(y, x, p, w\right) \leq 1, \text{with } \pi E(y, x, p, w) = 1 \Leftrightarrow y = y(p, w), 
\]

\[ x = x(p, w) \text{ so that } (p^T(y - w^Tx) = \pi(p, w)). \]

\[ \pi E2: \pi E(\lambda y, x, p, w) \geq \pi E(y, x, p, w), \lambda \geq 1. \]

\[ \pi E3: \pi E(y, \lambda x, p, w) \leq \pi E(y, x, p, w), \lambda \geq 1. \]

\[ \pi E4: \pi E(y, x, \lambda p, \lambda w) = \pi E(y, x, p, w), \lambda > 0. \]

Thus the measure of profit efficiency is bounded above by unity, and achieves its upper bound if, and only if, a producer actually adopts a profit-maximizing combination of inputs and outputs. Unlike the measures of cost efficiency and revenue efficiency, however, the measure of profit efficiency is not bounded below by zero, since negative actual profit is possible. The measure is nondecreasing in outputs and nonincreasing in inputs. (If \( G4 \) and \( G5 \) are replaced with \( G6 \), then these monotonicity properties are strengthened by replacing \( \lambda y \) with \( y' \geq y \) and \( \lambda x \) with \( x' \geq x \), respectively.) Finally, the measure is homogeneous of degree 0 in output prices and input prices collectively (but it is not generally homogeneous in output prices or input prices separately).

A decomposition of profit efficiency into its constituent parts is somewhat arbitrary, depending on whether an input-oriented or an output-oriented measure of technical efficiency is used. Suppose that an output-oriented measure is used, and consider the producer in Figure 2.24 facing prices \((p^A, w^A)\) and using input vector \( x^A \) to produce output \( y^A \). Clearly increasing output-oriented technical efficiency by increasing output radially to \( \phi y^A \) will increase profit and profit efficiency. But output allocative inefficiency can remain at \( \phi y^A \), and input vector \( x^A \) may exhibit input allocative inefficiency, although neither can be depicted in this two-dimensional figure. Figures 2.20 and 2.22 illustrate the possibilities. Both output allocative inefficiency at \( \phi y^A \) and input allocative inefficiency at \( x^A \) reduce profit beneath \( \pi(p^A, w^A) \), and so both contribute to profit inefficiency. Finally, even after accounting for technical inefficiency and both types of allocative inefficiency, scale inefficiency can remain. In Figure 2.24, \( (\phi y^A, x^A) \) occurs at an inefficiently small scale to maximize profit, and so scale inefficiency constitutes the final source of profit inefficiency. A similar line of reasoning based on an input-oriented measure of technical efficiency would lead to the conclusion that technical inefficiency, both types of allocative inefficiency, and scale inefficiency
contribute to profit inefficiency, although the magnitudes of each component would differ from their magnitudes when an output-oriented measure of technical efficiency is adopted.

The following decomposition of profit efficiency is based on the output-oriented measure of technical efficiency, and makes use of Definitions 2.27 and 2.28 and Propositions 2.3 and 2.4. We leave it to the reader to develop an analogous decomposition based on the input-oriented measure of technical efficiency.

**Proposition 2.6:** The measure of profit efficiency decomposes as

\[
\pi E(y, x, p, w) = \{TE_o(x, y) \cdot AE_o(x, y, p) - \left[ r(x, p)/p^T y(p, w) \right] \cdot p^T y(p, w) - [AE_i(y, x, w)]^{-1} \cdot [c(y/TE_o(x, y, w))] \cdot w^T x(p, w) / \pi(p, w) \} / \pi(p, w).
\]

The first two terms in the numerator are less than or equal to unity, and act as a drag on profit-maximizing revenue \( p^T y(p, w) \). The fifth term in the numerator is greater than or equal to unity, and inflates profit-maximizing expenditure \( w^T x(p, w) \). The third and sixth terms in the numerator can be greater than, equal to, or less than unity, depending on the relationships between \( x \) and \( x(p, w) \) and between \( y/TE_o(x, y) \) and \( y(p, w) \). Three of these terms have already been identified as measures of output-oriented technical efficiency, output allocative efficiency, and input allocative efficiency. The two new terms constitute our measure of scale efficiency. Clearly \( \pi E(y, x, p, w) = [p^T y(p, w) - w^T x(p, w)] / \pi(p, w) = 1 \) if, and only if, all five terms are unity. Thus the attainment of maximum profit requires technical efficiency, use of the right input mix in light of \( w \), production of the right output mix in light of \( p \), and operation at the right scale in light of \( (p, w) \).

### 2.4.4 Variable Cost Efficiency and Variable Profit Efficiency

In Section 2.2.5 we introduced variable cost frontiers and variable profit frontiers as standards against which to measure producer performance in the presence of fixed inputs. In such a circumstance it would be inappropriate to measure economic efficiency relative to cost and profit frontiers, because producers do not have the flexibil-

ity to adjust all inputs. In this section we show how to modify the definitions of cost efficiency and profit efficiency when some inputs are fixed.

Suppose producers use variable inputs \( x \in R^x_n \), available at prices \( w \in R^n_w \), to produce outputs \( y \in R^n_y \) in the presence of fixed inputs \( z \in R^n_z \). Suppose also that producers seek to minimize the variable cost \( w^T x \) required to produce \( y \), given technology and \((w, z)\). The standard against which their performance is measured is the variable cost frontier \( vc(y, w, z) \). A measure of variable cost efficiency is given by

**Definition 2.32:** A measure of variable cost efficiency is a function \( VCE(y, x, w, z) = vc(y, w, z)/w^T x \).

For given \( z \), \( VCE(y, x, w, z) \) satisfies the same properties as \( CE(y, x, w) \) does. In addition, since \( vc(y, w, z) \) is nonincreasing in the elements of \( z \), so is \( VCE(y, x, w, z) \). Finally, for given \( z \), \( VCE(y, x, w, z) \) decomposes into a measure of variable input allocative efficiency and a measure of variable input technical efficiency, exactly as \( CE(y, x, w) \) does in Proposition 2.4, and the two components satisfy the same properties as \( AE_i(y, x, w) \) and \( TE_i(y, x) \) do.

Suppose now that producers face output prices \( p \in R^*_n \) and seek to maximize variable profit \( (p^T y - w^T x) \), given technology and \((p, w, z)\). The standard against which their performance is measured shifts to the variable profit frontier \( v\pi(p, w, z) \). A measure of variable profit efficiency is given by

**Definition 2.33:** A measure of variable profit efficiency is a function \( V\pi E(y, x, p, w, z) = (p^T y - w^T x) / v\pi(p, w, z) \), provided \( v\pi(p, w, z) > 0 \).

For given \( z \), \( V\pi E(y, x, p, w, z) \) satisfies the same properties as \( \pi E(y, x, p, w) \) does. In addition, since \( v\pi(p, w, z) \) is nondecreasing in the elements of \( z \), \( V\pi E(y, x, p, w, z) \) is nonincreasing in the elements of \( z \). Finally, for given \( z \), \( V\pi E(y, x, p, w, z) \) can be decomposed exactly as \( v\pi(p, w, z) \) is decomposed in Proposition 2.6.

### 2.5 A GUIDE TO THE LITERATURE

The first objective of this chapter has been to provide an introduction to the fundamentals of production economics. We make no claim
to originality. Our exposition derives ultimately from the pioneering work of Shephard (1953, 1970), who introduced distance functions into the economics profession. We have relied heavily on a more recent treatment of this basic material provided by Färe (1988) and Russell (1998), who provides a comprehensive guide to the role of distance functions in producer and consumer theory. Cost, revenue, and profit frontiers are treated by Debreu (1959), Diewert (1973, 1974, 1982), and McFadden (1978), and Lau (1972, 1976, 1978) provides an extensive analysis of normalized profit frontiers. Diewert (1981a) discusses the properties of variable cost frontiers, and Gorman (1968), Diewert (1973, 1982), Lau (1972, 1976, 1978), and McFadden (1978) discuss the properties of variable profit frontiers. Duality theory is surveyed by Diewert (1982), who also provides an excellent history of thought on the subject, and more recently by Cornes (1992), who provides an exceptionally readable exposition, and by Färe and Primont (1995), who provide a more advanced exposition.

The second objective of this chapter has been to provide an introduction to the fundamentals of efficiency measurement. Here again we make no claim to originality. The measurement of technical and economic efficiency was pioneered by Farrell (1957), who first showed how to measure input-oriented technical efficiency, input allocative efficiency, and cost efficiency. Debreu (1951) introduced a measure of output-oriented technical efficiency, which he called a "coefficient of resource utilization." Detailed analyses of the measurement of all types of efficiency appear in Färe, Grosskopf, and Lovell (1985, 1994), who also provide extensive references to the theoretical and empirical literatures.
3 The Estimation of Technical Efficiency

3.1 INTRODUCTION

In this chapter we begin our econometric analysis of productive efficiency. The chapter is long, but our focus is fairly narrow. Throughout the chapter we explore various econometric models designed to provide estimates of technical efficiency, and so we are implementing the theoretical material developed in Section 2.3. Throughout most of the chapter we confine our exploration to the estimation of technical efficiency under the assumption that producers produce only a single output, either because they actually do produce only a single output or because it is possible to aggregate their multiple outputs into a single-output index. Thus we are implementing the theoretical material developed in Section 2.3.2. Production frontiers provide the standards against which producer performance is evaluated, and performance is evaluated by means of an output-oriented measure of technical efficiency. Only in Section 3.2.3 do we relax the single-output assumption. There we implement the theoretical material developed in Section 2.3.3 by exploring the estimation of stochastic distance functions, which do accommodate multiple outputs.

Throughout the chapter we limit our discussion to single-equation models. In these models the parameters describing the structure of a production frontier are estimated, and estimates of the output-oriented technical efficiency of each producer are obtained as a byproduct of the exercise. The data underlying the exercise consist of observations on the quantities of inputs employed and the output
produced by each producer. No price information is used, and no behavioral objective is imposed on producers.

The estimation techniques employed depend in part on the richness of the quantity data available. In Section 3.2 we discuss alternative estimation techniques under the assumption that cross-sectional data are available on a sample of producers. In Section 3.3 we discuss estimation techniques under the assumption that panel data are available on a sample of producers over a period of time; in this case a wider range of estimation techniques is available. The output of the exercise in both cases consists of estimates of the parameters describing the structure of the production frontier, and estimates of the output-oriented technical efficiency of each producer. The difference between the two cases is that with cross-sectional data we are only able to take a snapshot of the performance of each producer during a period of time (such as a calendar year), whereas with panel data we are able to make a movie of the performance of each producer as it evolves through a longer period of time.

In Section 3.4 we discuss appropriate modifications to the estimation techniques, for both cross-sectional and panel data models, when heteroskedasticity is present. We devote an entire section to this topic because heteroskedasticity causes more serious problems in a stochastic frontier regression model than in a typical least squares regression model.

Section 3.5 concludes with a guide to the relevant literature.

**3.2 CROSS-SECTIONAL PRODUCTION FRONTIER MODELS**

In this section we assume that cross-sectional data on the quantities of $N$ inputs used to produce a single output are available for each of $I$ producers. A production frontier model can be written as

$$y_i = f(x_i; \beta) \cdot TE_i,$$  \hspace{1cm} (3.2.1)

where $y_i$ is the scalar output of producer $i$, $i = 1, \ldots, I$, $x_i$ is a vector of $N$ inputs used by producer $i$, $f(x_i; \beta)$ is the production frontier, and $\beta$ is a vector of technology parameters to be estimated.

In Chapter 2 we expressed the output-oriented technical efficiency of a producer as $TE_o(x, y)$. To reduce notational clutter, we now write $TE_o(x, y)$ as $TE$, replacing the subscript and the arguments with a producer identifier. Since $TE_i$ is the output-oriented technical efficiency of producer $i$, we have

$$TE_i = \frac{y_i}{f(x_i; \beta)},$$  \hspace{1cm} (3.2.2)

which defines technical efficiency as the ratio of observed output to maximum feasible output. $y_i$ achieves its maximum feasible value of $f(x_i; \beta)$ if, and only if, $TE_i = 1$. Otherwise $TE_i < 1$ provides a measure of the shortfall of observed output from maximum feasible output.

In equation (3.2.1) the production frontier $f(x_i; \beta)$ is deterministic. Consequently in equation (3.2.2) the entire shortfall of observed output $y_i$ from maximum feasible output $f(x_i; \beta)$ is attributed to technical inefficiency. Such a specification ignores the fact that output can be affected by random shocks that are not under the control of a producer. To incorporate producer-specific random shocks into the analysis requires the specification of a stochastic production frontier. To do so, we rewrite equation (3.2.1) as

$$y_i = f(x_i; \beta) \cdot \exp[v_i] \cdot TE_i,$$  \hspace{1cm} (3.2.3)

where $[f(x_i; \beta) \cdot \exp[v_i]]$ is the stochastic production frontier. The stochastic production frontier consists of two parts: a deterministic part $f(x_i; \beta)$ common to all producers and a producer-specific part $\exp[v_i]$, which captures the effect of random shocks on each producer. If the production frontier is specified as being stochastic, equation (3.2.2) becomes

$$TE_i = \frac{y_i}{f(x_i; \beta) \cdot \exp[v_i]},$$  \hspace{1cm} (3.2.4)

which defines technical efficiency as the ratio of observed output to maximum feasible output in an environment characterized by $\exp[v_i]$. Now $y_i$ achieves its maximum feasible value of $[f(x_i; \beta) \cdot \exp[v_i]]$ if, and only if, $TE_i = 1$. Otherwise $TE_i < 1$ provides a measure of the shortfall of observed output from maximum feasible output in an environment characterized by $\exp[v_i]$, which is allowed to vary across producers.

Technical efficiency can be estimated using either the deterministic production frontier model given by equations (3.2.1) and (3.2.2)
or the stochastic production frontier model given by equations (3.2.3) and (3.2.4). Since the former model ignores the effect of random shocks on the production process, and the latter model includes their effect, the latter model is preferred. This is because the former model runs the risk of improperly attributing unmodeled environmental variation to variation in technical efficiency. However, the deterministic production frontier model was introduced first, and so we consider it first.

### 3.2.1 Deterministic Production Frontiers

We begin by rewriting equation (3.2.1) as

\[ y_i = f(x_i; \beta) \cdot \exp[-u_i], \quad (3.2.5) \]

where \( TE_i = \exp[-u_i] \). Since we require that \( TE_i \leq 1 \), we have \( u_i \geq 0 \). Next, assuming that \( f(x_i; \beta) \) takes the log-linear Cobb–Douglas form, the deterministic production frontier model becomes

\[ \ln y_i = \beta_0 + \sum_n \beta_n \ln x_{ni} - u_i. \quad (3.2.6) \]

where \( u_i \geq 0 \) guarantees that \( y_i \leq f(x_i; \beta) \). Equation (3.2.6) is a linear regression model with a nonpositive disturbance. The objective is to obtain estimates of the parameter vector \( \beta \), which describes the structure of the production frontier, and also to obtain estimates of the \( u_i \), which can be used to obtain estimates of \( TE_i \) for each producer by means of \( TE_i = \exp[-u_i] \). Whatever estimation strategy is followed, it must somehow incorporate the restriction \( u_i \geq 0 \). Three methods have been proposed.

**Goal Programming** Aigner and Chu (1968) showed that the deterministic production frontier model (3.2.6) can be converted to either of a pair of mathematical programming models. The first model is a linear programming model, in which the goal is to calculate a parameter vector \( \beta \) for which the sum of the proportionate deviations of the observed output of each producer beneath maximum feasible output is minimized. The resulting deviations are then converted to measures of technical efficiency for each producer. Such a model can be expressed as

\[
\begin{align*}
\text{min} & \quad \sum_i u_i, \\
\text{subject to} & \quad \beta_0 + \sum_n \beta_n \ln x_{ni} \geq \ln y_i, \quad i = 1, \ldots, I. \quad (3.2.7)
\end{align*}
\]

The second model is a quadratic programming model, in which the goal is to calculate a parameter vector \( \beta \) for which the sum of squared proportionate deviations of the observed output of each producer beneath maximum feasible output is minimized. This model can be expressed as

\[
\begin{align*}
\text{min} & \quad \sum_i u_i^2, \\
\text{subject to} & \quad \beta_0 + \sum_n \beta_n \ln x_{ni} \geq \ln y_i, \quad i = 1, \ldots, I. \quad (3.2.8)
\end{align*}
\]

Nonnegativity constraints on the parameters \( \beta_n, n = 1, \ldots, N \), can be appended to either model (although it would be inappropriate to constrain all parameters in a more flexible functional form). Once parameter values are calculated from either model, the technical efficiency of each producer can be calculated from the slacks in the functional constraints in (3.2.7) or (3.2.8). Thus, from equation (3.2.5), \( TE_i = \exp[-u_i] \), where

\[ u_i = \beta_0 + \sum_n \beta_n \ln x_{ni} - \ln y_i, \quad i = 1, \ldots, I. \quad (3.2.9)\]

A major drawback of the goal programming approach is that the parameters are calculated (using mathematical programming techniques) rather than estimated (using regression techniques), which complicates statistical inference concerning the calculated parameter values. However, Schmidt (1976) pointed out that the goal programming models can be given a statistical interpretation if a distributional assumption is imposed on the \( u_i \). The linear programming "estimates" are maximum likelihood estimates of the parameters of the deterministic production frontier if the \( u_i \geq 0 \) follow an exponential distribution

\[
\begin{align*}
f(u) &= \frac{1}{\sigma_u} \exp\left(-\frac{u}{\sigma_u}\right), \quad (3.2.10)
\end{align*}
\]

in which case the log likelihood function is
\[ \ln L = I \ln \sigma_u - \frac{1}{2} \sum_i |u_i|. \] (3.2.11)

Since the exponential distribution is a single-parameter distribution, it is easily depicted graphically. Figure 3.1 shows three different exponential distributions corresponding to three values of the standard deviation parameter \( \sigma_u \).

The quadratic programming “estimates” are maximum likelihood estimates of the parameters of the deterministic production frontier if the \( u_i \geq 0 \) follow a half normal distribution

\[ f(u) = \frac{2}{\sqrt{2\pi} \sigma_u} \exp \left( -\frac{u^2}{2\sigma_u^2} \right), \] (3.2.12)

in which case the log likelihood function is

\[ \ln L = \text{constant} - \frac{1}{2} \ln \sigma_u^2 - \frac{1}{2} \sigma_u^{-2} \sum_i u_i^2. \] (3.2.13)

The half normal distribution is also a single-parameter distribution, and Figure 3.2 shows three different half normal distributions corresponding to three values of the standard deviation parameter \( \sigma_u \).

Since goal programming techniques calculate rather than estimate the technology parameter vector \( \beta \), these calculated values do not come with standard errors attached. Thus establishing a linkage between production frontiers calculated by goal programming methods and production frontiers estimated by maximum likelihood methods might seem to endow the former with a statistical foundation. However Schmidt noted that the statistical properties of the maximum likelihood estimators cannot be obtained by traditional methods, since the range of the \( \ln y_i \) depends on \( \beta \), which violates a regularity condition for maximum likelihood estimation (MLE). Later Greene (1980a) showed that the Hessians of the log likelihood functions are singular under both exponential and half normal distributions, making it impossible to estimate the precision of the maximum likelihood estimators using the Hessian as in other models. He also suggested an alternative model in which \( u_i \geq 0 \) follows a gamma distribution, and which satisfies all regularity conditions for obtaining asymptotic properties of the maximum likelihood estimators. Although this result may be comforting to those who use MLE...
to estimate deterministic production frontiers with technical inefficiency distributed as gamma, it is of no apparent value to those who use goal programming to calculate deterministic production frontiers. This is because there is no known goal programming problem that corresponds to a maximum likelihood problem with inefficiency distributed as gamma. Thus the two goal programming problems that have known MLE counterparts have uncertain statistical properties, whereas the MLE problem that does have desirable statistical properties has no known goal programming counterpart.

Corrected Ordinary Least Squares (COLS) In his discussion of Farrell's original paper, Winsten (1957) suggested that the deterministic production frontier model (3.2.6) could be estimated in two steps. In the first step, ordinary least squares (OLS) is used to obtain consistent and unbiased estimates of the slope parameters and a consistent but biased estimate of the intercept parameter. In the second step, the biased OLS intercept \( \hat{\beta}_o \) is shifted up ("corrected") to ensure that the estimated frontier bounds the data from above. The COLS intercept is estimated consistently by

\[
\hat{\beta}_o^* = \hat{\beta}_o + \max_i \{\hat{u}_i\},
\]  

(3.2.14)

where the \( \hat{u}_i \) are the OLS residuals. The OLS residuals are corrected in the opposite direction, and so

\[
-\hat{u}_i^* = \hat{u}_i - \max_i \{\hat{u}_i\},
\]  

(3.2.15)

The COLS residuals \( \hat{u}_i^* \) are nonnegative, with at least one being zero, and can be used to provide consistent estimates of the technical efficiency of each producer by means of \( TE_i = \exp[-\hat{u}_i^*] \).

The COLS technique is easy to implement, and generates an estimated production frontier that lies on [for at least one producer, by virtue of (3.2.15)] or above the data. However, this simplicity comes at a cost: The estimated production frontier is parallel (in natural logarithms of the variables) to the OLS regression, since only the OLS intercept is corrected. This implies that the structure of "best practice" production technology is the same as the structure of the "central tendency" production technology. This is an undesirably restrictive property of the COLS procedure, since the structure of best practice production technology ought to be permitted to differ from that of production technology down in the middle of the data, where producers are less efficient than best practice producers. Stated somewhat differently, the COLS frontier does not necessarily bound the data from above as closely as possible, since it is required to be parallel to the OLS regression.

Modified Ordinary Least Squares (MOLS) Afriat (1972) and Richmond (1974) proposed an interesting variation on COLS. They suggested that the deterministic production frontier model (3.2.6) could be estimated by OLS, under the assumption that the disturbances follow an explicit one-sided distribution, such as exponential or half normal. A motivation for such an assumption is that technical efficiency might reasonably be expected to follow one of these distributions, with increasing degrees of technical inefficiency being increasingly less likely. The MOLS procedure is very similar to the two-step COLS procedure. After estimation by OLS, the estimated intercept is shifted up ("modified") by the mean of the assumed one-sided distribution. In this case, equations (3.2.14) and (3.2.15) become

\[
\hat{\beta}_o^{**} = \hat{\beta}_o + E(\hat{u}_i),
\]  

(3.2.16)

and

\[
-\hat{u}_i^{**} = \hat{u}_i - E(\hat{u}_i),
\]  

(3.2.17)

respectively. The OLS residuals can then be used to provide consistent estimates of the technical efficiency of each producer, exactly as in the COLS model.

The MOLS procedure is also easy to implement. However, there is no guarantee that the modification of OLS shifts the estimated intercept up by enough to ensure that all producers are bounded from above by the estimated production frontier, since if a producer has a sufficiently large positive OLS residual it is possible that \( [\hat{u}_i - E(\hat{u}_i)] > 0 \) for that producer. If this happens, one is left in the uncomfortable position of having to explain a technical efficiency score greater than unity. It is also possible that MOLS shifts the estimated intercept so far up that no producer is technically efficient, although this is a much less uncomfortable outcome to explain. Finally, the MOLS production frontier is parallel to the OLS regression, since only the OLS intercept is modified. We have already commented on this property in the context of the COLS model.
The three techniques just described share the virtue of simplicity. However, they also share a serious deficiency: Each of them measures technical efficiency relative to a deterministic production frontier. All variation in output not associated with variation in inputs is attributed to technical inefficiency. None of these techniques makes allowance for the effect of random shocks, which might also contribute (positively or negatively) to variation in output. Thus, these three techniques are in a sense polar opposites of conventional OLS estimation of a production function. OLS attributes all variation in output not associated with variation in inputs to random shocks, and makes no allowance for technical inefficiency. Each of these techniques attributes all variation in output not associated with variation in inputs to technical inefficiency, and makes no allowance for random shocks. What is required is a model that attributes variation in output not associated with variation in inputs to some combination of random shocks and technical inefficiency. Such a model is necessarily more complex than either an OLS production function model or a deterministic production frontier model, but it is also more realistic.

### 3.2.2 Stochastic Production Frontiers

Aigner, Lovell, and Schmidt (ALS) (1977) and Meeusen and van den Broeck (MB) (1977) simultaneously introduced stochastic production frontier models. These models allow for technical inefficiency, but they also acknowledge the fact that random shocks outside the control of producers can affect output. The great virtue of stochastic production frontier models is that the impact on output of shocks due to variation in labor and machinery performance, vagaries of the weather, and just plain luck can at least in principle be separated from the contribution of variation in technical efficiency.

If we again assume that \( f(x_i; \beta) \) takes the log-linear Cobb–Douglas form, then the stochastic production frontier model given in equation (3.2.3) can be written as

\[
\ln y_i = \beta_0 + \sum_n \beta_n \ln x_{ni} + v_i - u_i, \tag{3.2.18}
\]

where \( v_i \) is the two-sided “noise” component, and \( u_i \) is the nonnegative technical inefficiency component, of the error term. Since the error term in (3.2.18) has two components, the stochastic production frontier model is often referred to as a “composed error” model. The noise component \( v_i \) is assumed to be iid and symmetric, distributed independently of \( u_i \). Thus the error term \( e_i = v_i - u_i \) is asymmetric, since \( u_i \geq 0 \). Assuming that \( v_i \) and \( u_i \) are distributed independently of \( x_i \), estimation of (3.2.18) by OLS provides consistent estimates of the \( \beta \)'s, but not of \( \beta_0 \), since \( E(e_i) = -E(u_i) \leq 0 \). Moreover, OLS does not provide estimates of producer-specific technical efficiency.

OLS does, however, provide a simple test for the presence of technical inefficiency in the data. If \( u_i = 0 \), then \( e_i = v_i \), the error term is symmetric, and the data do not support a technical inefficiency story. However, if \( u_i > 0 \), then \( e_i = v_i - u_i \) is negatively skewed, and there is evidence of technical inefficiency in the data. This suggests that a test for the presence of technical inefficiency can be based directly on the OLS residuals. Schmidt and Lin (1984) proposed the test statistic

\[
(b_1)^{1/2} = \frac{m_2}{(m_3)^{3/2}}, \tag{3.2.19}
\]

where \( m_2 \) and \( m_3 \) are the second and third sample moments of the OLS residuals. Since the \( v_i \) are symmetrically distributed, \( m_3 \) is simply the third sample moment of the \( u_i \). Thus \( m_3 < 0 \) implies that the OLS residuals are negatively skewed, and suggests the presence of technical inefficiency. \( m_3 > 0 \) implies that the OLS residuals are positively skewed, which makes no sense in this context. Thus positive skewness in the OLS residuals provides an indication that the model is misspecified. However, since the distribution of \( (b_1)^{1/2} \) is not widely published, Coelli (1995) proposed an alternative test statistic that is asymptotically distributed as \( N(0, 1) \). Since negative skewness occurs when \( m_3 < 0 \), a test of the hypothesis that \( m_3 \leq 0 \) is appropriate. Under the null hypothesis of zero skewness of the errors in equation (3.2.18), the test statistic \( m_3/(6m_2^{3/2}) \) is asymptotically distributed as \( N(0, 1) \).

The advantage of both tests is that they are based on OLS results, which are easy to obtain. The disadvantage of both tests is that they are based on asymptotic theory, and many samples are relatively small. However, Coelli reports encouraging Monte Carlo results concerning the power of his OLS-based test. We consider MLE-based tests next.
Henceforth we assume that there is negative skewness in the OLS residuals, so that there is evidence of technical inefficiency in the data, and it does make sense to proceed to the estimation of a stochastic production frontier. Our two objectives are to obtain estimates of the production technology parameters $\beta$ in $f(x; \beta)$ and to obtain estimates of the technical efficiency of each producer. Meeting the second objective requires that separate estimates of statistical noise $v_i$ and technical inefficiency $u_i$ be extracted from estimates of $e_i$ for each producer, and this requires distributional assumptions on the two error components. Under the assumption that the $u_i$ are distributed independently of the inputs, OLS provides consistent estimates of all production technology parameters except for the intercept. However additional assumptions, and a different estimation technique, are required to obtain a consistent estimate of the intercept and estimates of the technical efficiency of each producer.

We begin by discussing a maximum likelihood method that can be used to estimate $\beta$ and the $u_i$. This is followed by a discussion of a two-step procedure, in which the first step involves the use of OLS to estimate the slope parameters, and the second step involves the use of maximum likelihood to estimate the intercept and the variances of the two error components. Thus distributional assumptions are used in the maximum likelihood method and in the second step of the two-step procedure. Finally, to estimate the technical efficiency of each producer, distributional assumptions are required.

The Normal–Half Normal Model Consider the stochastic production frontier model given in equation (3.2.18). We make the following distributional assumptions:

(i) $v_i \sim \text{iid } N(0, \sigma_v^2)$.

(ii) $u_i \sim \text{iid } N^*(0, \sigma_u^2)$, that is, as nonnegative half normal.

(iii) $v_i$ and $u_i$ are distributed independently of each other, and of the regressors.

Assumption (i) is conventional, and is maintained throughout. Assumption (ii) is based on the plausible proposition that the modal value of technical inefficiency is zero, with increasing values of technical inefficiency becoming increasingly less likely. It is also based on tractability, since it is relatively easy to derive the distribution of the sum of $v$ and $u$ under distributional assumptions (i) and (ii). The first part of assumption (iii) seems innocuous, but the second part is more problematical, since if producers know something about their technical efficiency, this may influence their choice of inputs. We will reconsider this assumption in Section 3.3.

The density function of $u \geq 0$ is given in equation (3.2.12) and illustrated in Figure 3.2. The density function of $v$ is

$$f(v) = \frac{1}{\sqrt{2\pi \sigma_v}} \exp \left( -\frac{v^2}{2\sigma_v^2} \right).$$  \hspace{1cm} (3.2.20)

Given the independence assumption, the joint density function of $u$ and $v$ is the product of their individual density functions, and so

$$f(u,v) = \frac{2}{2\pi \sigma_u \sigma_v} \exp \left( -\frac{u^2}{2\sigma_u^2} - \frac{v^2}{2\sigma_v^2} \right).$$  \hspace{1cm} (3.2.21)

Since $e = v - u$, the joint density function for $u$ and $e$ is

$$f(u,e) = \frac{2}{2\pi \sigma_u \sigma_v} \exp \left( -\frac{u^2}{2\sigma_u^2} - \frac{(e+u)^2}{2\sigma_v^2} \right).$$  \hspace{1cm} (3.2.22)

The marginal density function of $e$ is obtained by integrating $u$ out of $f(u,e)$, which yields

$$f(e) = \int_{-\infty}^{\infty} f(u,e) \, du$$

$$= \frac{2}{\sqrt{2\pi \sigma}} \left[ 1 - \Phi \left( \frac{e\lambda}{\sigma} \right) \right] \exp \left( -\frac{e^2}{2\sigma^2} \right)$$

$$= \frac{2}{\sigma} \phi \left( \frac{e}{\sigma} \right) \Phi \left( -\frac{e\lambda}{\sigma} \right).$$  \hspace{1cm} (3.2.23)

where $\sigma = (\sigma_u^2 + \sigma_v^2)^{1/2}$, $\lambda = \sigma_u / \sigma_v$, and $\Phi(\cdot)$ and $\phi(\cdot)$ are the standard normal cumulative distribution and density functions. The reparameterization from $\sigma_u^2$ and $\sigma_v^2$ to $\sigma$ and $\lambda$ is convenient, since $\lambda$ provides an indication of the relative contributions of $u$ and $v$ to $e$. As $\lambda \to 0$ either $\sigma_u^2 \to \infty$ or $\sigma_v^2 \to 0$, and the symmetric error component dominates the one-sided error component in the determination of $e$. As $\lambda \to \infty$ either $\sigma_u^2 \to \infty$ or $\sigma_v^2 \to 0$, and the one-sided error component dominates the symmetric error component in the determination of $e$. In the former case we are back to an OLS pro-
duction function model with no technical inefficiency, whereas in the latter case we are back to a deterministic production frontier model with no noise.

The normal–half normal distribution contains two parameters, \( \sigma_u \) and \( \sigma_v \), or \( \sigma \) and \( \lambda \). Figure 3.3 shows three different normal–half normal distributions corresponding to three combinations of \( \sigma_u \) and \( \sigma_v \). All three distributions are negatively skewed, with negative modes (and means), since \( \sigma_v > 0 \) in each case.

The distribution parameters \( \sigma \) and \( \lambda \) are estimated along with the technology parameters \( \beta \), and it is desirable to conduct a statistical test of the hypothesis that \( \lambda = 0 \), where the test is based on the maximum likelihood estimate of \( \lambda \). There is no difficulty in computing a Wald test statistic or conducting a likelihood ratio test, but since the hypothesized value of \( \lambda \) lies on the boundary of the parameter space, it is difficult to interpret the test statistic. However Coelli (1995) has shown that in this case the appropriate one-sided likelihood ratio test statistic is asymptotically distributed as a mixture of \( \chi^2 \) distributions rather than as a single \( \chi^2 \) distribution.

The marginal density function \( f(\epsilon) \) is asymmetrically distributed, with mean and variance

\[
E(\epsilon) = -E(u) = -\sigma_u \sqrt{\frac{2}{\pi}},
\]

\[
V(\epsilon) = \frac{\pi - 2}{\pi} \sigma_u^2 + \sigma_v^2.
\]

(3.2.24)

ALS suggested \([1 - E(u)]\) as an estimator of the mean technical efficiency of all producers. However Lee and Tyler (1978) proposed

\[
E(\exp[-u]) = 2[1 - \Phi(\sigma_u)] \exp \left[ \frac{\sigma_u^2}{2} \right],
\]

(3.2.25)

which is preferred to \([1 - E(u)]\) since \([1 - u] \) includes only the first term in the power series expansion of \( \exp[-u] \). Also, unlike \([1 - E(u)]\), \( E(\exp[-u]) \) is consistent with the definition of technical efficiency given in equation (3.2.4).

Using equation (3.2.23), the log likelihood function for a sample of \( I \) producers is

\[
\ln L = \text{constant} - I \ln \sigma + \sum_i \ln \Phi \left( -\frac{\epsilon_i \lambda}{\sigma} \right) - \frac{1}{2\sigma^2} \sum_i \epsilon_i^2.
\]

(3.2.26)

The log likelihood function in equation (3.2.26) can be maximized with respect to the parameters to obtain maximum likelihood estimates of all parameters. These estimates are consistent as \( I \to +\infty \).

The next step is to obtain estimates of the technical efficiency of each producer. We have estimates of \( \epsilon_i = v_i - u_i \), which obviously contain information on \( u_i \). If \( \epsilon_i > 0 \), chances are that \( u_i \) is not large [since \( E(v_i) = 0 \)], which suggests that this producer is relatively efficient, whereas if \( \epsilon_i < 0 \), chances are that \( u_i \) is large, which suggests that this producer is relatively inefficient. The problem is to extract the information that \( \epsilon_i \) contains on \( u_i \). A solution to the problem is obtained from the conditional distribution of \( u_i \) given \( \epsilon_i \), which contains whatever information \( \epsilon_i \) contains concerning \( u_i \). Jondrow et al. (JLMS) (1982) showed that if \( u_i \sim N(0, \sigma_u^2) \), the conditional distribution of \( u_i \) given \( \epsilon_i \) is

\[
f(u_i|\epsilon_i) = \frac{f(u_i, \epsilon_i)}{f(\epsilon_i)} = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{(u_i - \mu_u)^2}{2\sigma_u^2} \right) \left[ 1 - \Phi \left( \frac{\mu_u}{\sigma_u} \right) \right].
\]

(3.2.27)
where $\mu_* = -\epsilon \sigma^2 / \sigma^2$ and $\sigma^2_* = \sigma^2 / \sigma^2$. Since $f(u|\epsilon)$ is distributed as $N^* (\mu_*, \sigma^2_*)$, either the mean or the mode of this distribution can serve as a point estimator for $u_*$. They are given by

$$
E(u_1|\epsilon_i) = \mu_* + \sigma_* \left[ \frac{\phi(-\mu_* / \sigma_*)}{1 - \Phi(-\mu_* / \sigma_*)} \right]
$$

and

$$
M(u_1|\epsilon_i) = \left\{ \begin{array}{ll}
-\frac{\epsilon_i \left( \frac{\sigma^2}{2} \right)}{\sigma^2} & \text{if } \epsilon_i \leq 0, \\
0 & \text{otherwise},
\end{array} \right.
$$

respectively. $E(u_1|\epsilon_i)$ is used more frequently than $M(u_1|\epsilon_i)$, despite the fact that $M(u_1|\epsilon_i)$ has an appealing interpretation as a maximum likelihood estimator. Materov (1981) showed that $M(u_1|\epsilon_i)$ can be derived by maximizing the joint density of $u$ and $v_i$ given in equation (3.2.21) with respect to $u$, and $v_i$, subject to the constraint that $v_i - u_i = \epsilon_i$.

Once point estimates of $u_i$ are obtained, estimates of the technical efficiency of each producer can be obtained from

$$
TE_i = \exp\{-\hat{u}_i\},
$$

(3.2.30)

where $\hat{u}_i$ is either $E(u_i|\epsilon_i)$ or $M(u_i|\epsilon_i)$.

Battese and Coelli (1988) proposed the alternative point estimator for $TE_i$:

$$
TE_i = E(\exp\{-u_i\}|\epsilon_i) = \left[ \frac{1 - \Phi(\mu_*/\sigma_*)}{1 - \Phi(-\mu_*/\sigma_*)} \right] \exp\{-\mu_* + \frac{1}{2} \sigma_*^2\}.
$$

(3.2.31)

The point estimators given in equations (3.2.30) [using $E(u_1|\epsilon_i)$] and (3.2.31) can give different results, since $\exp\{-E(u_i|\epsilon_i)\} \neq E(\exp\{-u_i\}|\epsilon_i)$. The estimator in equation (3.2.31) is preferred, particularly when $u_i$ is not close to zero, for reasons given beneath equation (3.2.25). Regardless of which estimator is used, however, the estimates of technical efficiency are inconsistent because the variation associated with the distribution of $(u_i|\epsilon_i)$ is independent of $i$. Unfortunately this appears to be the best that can be achieved with cross-sectional data.

It is possible to obtain confidence intervals for the point estimates of technical efficiency, by exploiting the fact that the density of $u_i|\epsilon_i$ is known to be that of an $N^* (\mu_*, \sigma^2_*)$. Horrace and Schmidt (1995, 1996) have derived upper and lower bounds on $(u_i|\epsilon_i)$, which imply lower and upper bounds on $(\exp\{-u_i\}|\epsilon_i)$. A $(1 - \alpha)100\%$ confidence interval $(L_i, U_i)$ for $(\exp\{-u_i\}|\epsilon_i)$ is provided by

$$
L_i = \exp\{-\mu_* - z_{1-\alpha}/2 \sigma_*\},
$$

$$
U_i = \exp\{-\mu_* - z_{1-\alpha}/2 \sigma_*\},
$$

(3.2.32)

where

$$
Pr(Z > z_{1-\alpha}/2) = 1 - \Phi\left( \frac{\mu_*/\sigma_*}{\sigma_*} \right),
$$

$$
Pr(Z > z_{1-\alpha}/2) = 1 - \Phi\left( \frac{-\mu_*/\sigma_*}{\sigma_*} \right),
$$

(3.2.33)

and $Z$ is distributed as $N(0, 1)$. Consequently

$$
z_{1-\alpha}/2 = \Phi^{-1}\left[ 1 - \left( 1 - \frac{\alpha}{2} \right) \right] - \Phi\left( \frac{-\mu_*}{\sigma_*} \right),
$$

$$
z_{1-\alpha}/2 = \Phi^{-1}\left[ 1 - \left( 1 - \frac{\alpha}{2} \right) \right] - \Phi\left( \frac{-\mu_*}{\sigma_*} \right).
$$

(3.2.34)

Bera and Sharma (1996) and Hjalmarsson, Kumbhakar, and Heshmati (1996) also obtained confidence intervals for the JLMS point estimator $E(u_i|\epsilon_i)$, and Bera and Sharma obtained confidence intervals for the Battese and Coelli point estimator $E(\exp\{-u_i\}|\epsilon_i)$. Kumbhakar and Lõthgren (1998) conducted a Monte Carlo study of the performance of the JLMS point estimator and the subsequent interval predictors when the true values of the underlying parameters are unknown, and must be replaced by their ML estimates. They found negative bias in the estimated inefficiencies, and a mean empirical coverage accuracy of the confidence intervals to be significantly below the corresponding theoretical confidence levels for all values of $\lambda$ and for sample sizes less than 200.

Thus far we have based our analysis of stochastic production frontiers on the assumption that $u \sim N(0, \sigma^2)$. This distributional assumption is both plausible and tractable, and so it is typically employed in empirical work. It can even be tested. Lee (1983) tested the half normal distributional assumption against a Pearson family of distri-
butions, and Bera and Mallick (1998) developed a specification test for the half normal distributional assumption, based on White’s (1982) information matrix test. However other distributional assumptions on the one-sided error component \( u \) have been proposed, and they have also been employed, albeit less frequently, in empirical work. ALS and MB each suggested the exponential distribution for \( u \), to which we now turn.

**The Normal–Exponential Model** We return to the stochastic production frontier model given in equation (3.2.18), but we now make the distributional assumptions:

(i) \( v \sim iid \) \( N(0, \sigma_v^2) \).

(ii) \( u \sim iid \) \( \text{exponential} \).

(iii) \( u \) and \( v \) are distributed independently of each other, and of the regressors.

The remarks we made concerning the distributional assumptions underlying the normal–half normal model apply with equal force to the normal–exponential model.

The density functions for \( u \) and \( v \) are given in equations (3.2.10) and (3.2.20), and various densities for \( u \) appear in Figure 3.1. As a consequence of the independence assumption, the joint density function of \( u \) and \( v \) is the product of their individual density functions, and so

\[
f(u, v) = \frac{1}{\sqrt{2\pi \sigma_u \sigma_v}} \exp \left\{ -\frac{u^2}{2\sigma_u^2} - \frac{v^2}{2\sigma_v^2} \right\}. \tag{3.2.35}
\]

The joint density function of \( u \) and \( \epsilon \) is

\[
f(u, \epsilon) = \frac{1}{\sqrt{2\pi \sigma_u \sigma_v}} \exp \left\{ -\frac{u}{\sigma_u} - \frac{1}{2\sigma_v^2} (u + \epsilon)^2 \right\}. \tag{3.2.36}
\]

Thus the marginal density function of \( \epsilon \) is

\[
f(\epsilon) = \int_0^\infty f(u, \epsilon) du = \left( \frac{1}{\sigma_v} \right) \Phi \left( -\frac{\epsilon}{\sigma_v} - \frac{\sigma_v}{\sigma_u} \right) \cdot \exp \left\{ \frac{\sigma_v^2}{2\sigma_u^2} \right\}. \tag{3.2.37}
\]

where again \( \Phi(\cdot) \) is the standard normal cumulative distribution function. The marginal density function \( f(\epsilon) \) is asymmetrically distributed, with mean and variance

\[
E(\epsilon) = -E(u) = -\sigma_u, \quad V(\epsilon) = \sigma_u^2 + \sigma_v^2. \tag{3.2.38}
\]

The shape of the normal–exponential distribution is determined by the standard deviation parameters \( \sigma_u \) and \( \sigma_v \). Three such distributions are depicted in Figure 3.4. All three are negatively skewed, with negative mode (and mean). As \( \sigma_v/\sigma_u \) increases, the distribution looks more and more like a negative exponential distribution, whereas as \( \sigma_v/\sigma_u \) increases, the distribution looks more and more like a normal distribution.

The log likelihood function for a sample of \( I \) producers can be written as

\[
\ln L = \text{constant} - I \ln \sigma_u + J \left( \frac{\sigma_v^2}{2\sigma_u^2} \right) + \sum_i \ln \Phi(-A) + \sum_i \epsilon_i, \tag{3.2.39}
\]
where $A = -\bar{\mu}/\sigma$, and $\bar{\mu} = -\mu - (\sigma^2/\sigma_u)$. In $L$ can be maximized with respect to the parameters to obtain maximum likelihood estimates of all parameters.

As in the normal–half normal case, point estimates of technical efficiency can be obtained from either the mean or the mode of the conditional distribution of $u$ given $\varepsilon$. The conditional distribution $f(u|\varepsilon)$ is given by

$$f(u|\varepsilon) = \frac{f(u, \varepsilon)}{f(\varepsilon)} = \frac{1}{\sqrt{2\pi} \sigma \Phi(-\bar{\mu}/\sigma)} \exp \left\{ -\frac{(u - \bar{\mu})^2}{2\sigma^2} \right\}.$$  
(3.2.40)

$f(u|\varepsilon)$ is distributed as $N'(\bar{\mu}, \sigma^2)$, with mean

$$E(u|\varepsilon) = \bar{\mu} + \sigma \left[ \frac{\phi(-\bar{\mu}/\sigma)}{\Phi(-\bar{\mu}/\sigma)} \right]$$

$$= \sigma \left[ \frac{\phi(A)}{\Phi(-A)} - A \right].$$  
(3.2.41)

where again $\phi(\cdot)$ and $\Phi(\cdot)$ are the standard normal density and cumulative distribution functions, and mode

$$M(u|\varepsilon) = \begin{cases} \bar{\mu}, & \text{if } \bar{\mu} \geq 0, \\ 0, & \text{otherwise}. \end{cases}$$  
(3.2.42)

As in the normal–half normal case, either $E(u|\varepsilon)$ or $M(u|\varepsilon)$ can be used to provide producer-specific estimates of technical efficiency, by substituting into equation (3.2.30) or equation (3.2.31). These estimates are unbiased, but not consistent. Confidence intervals can be constructed for the point estimates of technical efficiency, just as in the normal–half normal case. The only difference is that $(u|\varepsilon)$ has a different density in the normal–exponential case than in the normal–half normal case.

The Normal–Truncated Normal Model The normal–half normal model can be generalized by allowing $u$ to follow a truncated normal distribution. The normal–truncated normal formulation was introduced by Stevenson (1980). In this formulation we make the distributional assumptions:

(i) $\varepsilon \sim \text{iid } N(0, \sigma^2)$. 
(ii) $u \sim \text{iid } N^*(\mu, \sigma_u^2)$. 
(iii) $u$ and $\varepsilon$ are distributed independently of each other, and of the regressors.

The remarks we made previously concerning distributional assumptions apply here with one exception. The truncated normal distribution assumed for $u$ generalizes the one-parameter half normal distribution, by allowing the normal distribution, which is truncated below at zero, to have a nonzero mode. Thus the truncated normal distribution contains an additional parameter $\mu$ to be estimated (its mode), and so provides a somewhat more flexible representation of the pattern of efficiency in the data.

The density function $f(v)$ is given in equation (3.2.20). The truncated normal density function for $u \geq 0$ is given by

$$f(u) = \frac{1}{2\pi \sigma_u} \frac{1}{\Phi(-\mu/\sigma_u)} \exp \left\{ -\frac{(u - \mu)^2}{2\sigma_u^2} \right\}.$$  
(3.2.43)

where $\mu$ is the mode of the normal distribution, which is truncated below at zero, and $\Phi(\cdot)$ is the standard normal cumulative distribution function. Thus $f(u)$ is the density of a normally distributed variable with possibly nonzero mean $\mu$, truncated below at zero. If $\mu = 0$ the density function in equation (3.2.43) collapses to the half normal density function given in equation (3.2.12).

In contrast to the normal distribution, the truncated normal distribution is a two-parameter distribution depending on placement and spread parameters $\mu$ and $\sigma_u$. These two distributions are depicted in Figure 3.5, with $\sigma_u$ set to unity and $\mu$ allowed to be negative, zero, and positive.

The joint density function of $u$ and $\varepsilon$ is the product of their individual density functions, and so

$$f(u, \varepsilon) = \frac{1}{2\pi \sigma_u} \frac{1}{\Phi(-\mu/\sigma_u)} \exp \left\{ -\frac{(u - \mu)^2}{2\sigma_u^2} - \frac{\varepsilon^2}{2\sigma^2} \right\}.$$  
(3.2.44)

The joint density of $u$ and $\varepsilon$ is

$$f(u, \varepsilon) = \frac{1}{2\pi \sigma_u} \frac{1}{\Phi(-\mu/\sigma_u)} \exp \left\{ -\frac{(u - \mu)^2}{2\sigma_u^2} - \frac{(\varepsilon + u)^2}{2\sigma^2} \right\}.$$  
(3.2.45)
The marginal density of $\varepsilon$ is

$$f(\varepsilon) = \int_{-\infty}^{\infty} f(u, \varepsilon) \, du$$

$$= \frac{1}{\sqrt{2\pi} \sigma \Phi(-\mu/\sigma_u)} \cdot \Phi\left( \frac{\mu - \varepsilon \lambda}{\sigma} \right) \cdot \exp\left\{ -\frac{(\varepsilon + \mu)^2}{2\sigma^2} \right\}$$

$$= \frac{1}{\sigma} \cdot \Phi\left( \frac{\varepsilon + \mu}{\sigma} \right) \cdot \Phi\left( \frac{\mu - \varepsilon \lambda}{\sigma} \right) \cdot \left[ \Phi\left( \frac{\mu}{\sigma_u} \right) \right]^{-1},$$

(3.2.46)

where $\sigma = \sqrt{\sigma_u^2 + \sigma_v^2}$ and $\lambda = \sigma_u/\sigma_v$ as in the normal–half normal model, and $\Phi(\cdot)$ is the standard normal density function. If $\mu = 0$ equation (3.2.46) collapses to the half normal marginal density function (3.2.23).

$f(\varepsilon)$ is asymmetrically distributed, with mean and variance

$$E(\varepsilon) = -E(u) = -\frac{\mu a}{2} - \frac{\sigma_u a}{\sqrt{2\pi}} \exp\left\{ -\frac{1}{2} \left( \frac{\mu}{\sigma_u} \right)^2 \right\},$$

$$V(\varepsilon) = \mu^2 \frac{a}{2} \left( 1 - \frac{a}{2} \right) + \frac{a}{\pi} \sigma_u^2 + \sigma_v^2,$$

(3.2.47)

respectively, where $a = [\Phi(-\mu/\sigma_u)]^{-1}$.

The normal–truncated normal distribution has three parameters, a placement parameter $\mu$ and two spread parameters $\sigma_u$ and $\sigma_v$. Three such distributions are depicted in Figure 3.6, in which $\sigma_u = \sigma_v = 1$ and $\mu$ is allowed to be negative, zero, and positive. All three distributions are negatively skewed, with negative mode (and mean).

The log likelihood function for a sample of $I$ producers is

$$\ln L = \text{constant} - I \ln \sigma - I \ln \Phi\left( -\frac{\mu}{\sigma_u} \right)$$

$$+ \sum_i \ln \Phi\left( \frac{\mu - \varepsilon_i \lambda}{\sigma} \right) - \frac{1}{2\sigma^2} \sum_i \left( \frac{\varepsilon_i + \mu}{\sigma} \right)^2,$$

(3.2.48)

where $\sigma_u = \lambda \sigma / \sqrt{1 + \lambda^2}$. The log likelihood function can be maximized with respect to the parameters to obtain maximum likelihood estimates of all of the parameters.

The conditional distribution $f(u|\varepsilon)$ is given by

$$f(u|\varepsilon) = \frac{f(u, \varepsilon)}{f(\varepsilon)}$$

$$= \frac{1}{\sqrt{2\pi} \sigma_u} \cdot \Phi\left( \frac{\mu - \varepsilon \lambda}{\sigma} \right) \cdot \exp\left\{ -\frac{(u - \mu)^2}{2\sigma^2} \right\},$$

(3.2.49)

$f(u|\varepsilon)$ is distributed as $N(\bar{\mu}_u, \sigma_u^2)$, where $\bar{\mu}_u = (-\sigma_v^2 \varepsilon + \mu \sigma_v^2) / \sigma_z^2$ and $\sigma_u^2 = \sigma_z^2 \sigma_v^2 / \sigma_z^2$. Thus either the mean or the mode of $f(u|\varepsilon)$ can be used to estimate the technical efficiency of each producer, and we have
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\[ E(u_i | \varepsilon_i = \sigma \left[ \frac{\mu_i}{\sigma_i} + \frac{\phi(\mu_i / \sigma_i)}{1 - \Phi(-\mu_i / \sigma_i)} \right] \]  

(3.2.50)

and

\[ M(u_i | \varepsilon_i = \begin{cases} \mu_i & \text{if } \mu_i \geq 0, \\ 0 & \text{otherwise}. \end{cases} \]  

(3.2.51)

Point estimates of the technical efficiency of each producer can be obtained by substituting either \( E(u_i | \varepsilon_i) \) or \( M(u_i | \varepsilon_i) \) into equation (3.2.31), or by means of

\[ TE_i = E(\exp[-u_i \varepsilon_i]) = \frac{1 - \Phi[\mu_i - (\mu_i / \sigma_i)]}{1 - \Phi(-\mu_i / \sigma_i)} \exp\left\{ -\mu_i + \frac{1}{2} \sigma_i^2 \right\}, \]  

(3.2.52)

which collapses to equation (3.2.31) when \( \mu = 0 \). The use of either equation (3.2.31) or equation (3.2.52) produces unbiased but inconsistent estimates of technical efficiency. Confidence intervals for any of these point estimates can be obtained by modifying the procedure outlined in equations (3.2.32)–(3.2.34), taking into account the fact that \( u | \varepsilon_i \) has a different density in the truncated normal case than in the half normal case.

**The Normal–Gamma Model** Just as the normal–half normal model can be generalized by assuming that \( u \) follows a truncated normal distribution, the normal–exponential model also can be generalized by assuming that \( u \) follows a gamma distribution. The normal gamma formulation was introduced by Greene (1980a, b) and Stevenson (1980), and extended by Greene (1990). We now make the distributional assumptions:

(i) \( \nu_i \sim \text{iid } N(0, \sigma^*) \).

(ii) \( u_i \sim \text{iid gamma} \).

(iii) \( u_i \) and \( \nu_i \) are distributed independently of each other, and of the regressors.

Previous remarks concerning distributional assumptions apply here as well, with one exception. The gamma distribution assumed for \( u \) generalizes the one-parameter exponential distribution by introducing an additional parameter to be estimated, and so provides a more flexible representation of the pattern of technical efficiency in the data.

The density function \( f(v) \) is given in equation (3.2.20). The gamma density function \( f(u) \) for \( u \geq 0 \) is

\[ f(u) = \frac{u^m}{\Gamma(m+1) \sigma_u^{m+1}} \exp\left\{ -\frac{u}{\sigma_u} \right\}, \quad m > -1. \]  

(3.2.53)

When \( m = 0 \) the gamma density function becomes the density function of the exponential distribution given in equation (3.2.10). For \(-1 < m < 0\) the gamma density has the shape of an exponential density, and so the mass of the density remains concentrated near zero. For \( m > 0 \) the density is concentrated at a point farther away from zero as \( m \) increases.

The gamma distribution is a two-parameter distribution, depending on \( m \) and \( \sigma_u \). Three such distributions are depicted in Figure 3.7. Each assumes that \( \sigma_u = 1 \), and \( m \) is allowed to be negative, zero (the exponential special case), and positive.

In light of the independence assumption, the joint density function of \( u \) and \( \nu \) is
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\[ f(u,v) = \frac{u^m}{\Gamma(m+1) \sigma_u^{m+1} \sqrt{2\pi} \sigma_v} \exp\left(-\frac{u}{\sigma_u} - \frac{v^2}{2\sigma_v^2}\right), \]  

(3.2.54)

and so the joint density function of \( u \) and \( \varepsilon = v - u \) is

\[ f(u,\varepsilon) = \frac{u^m}{\Gamma(m+1) \sigma_u^{m+1} \sqrt{2\pi} \sigma_v} \exp\left(-\frac{u}{\sigma_u} - \frac{(\varepsilon - u)^2}{2\sigma_v^2}\right). \]

(3.2.55)

The marginal density function of \( \varepsilon \) is

\[ f(\varepsilon) = \int f(u,\varepsilon) \, du \]

\[ = \frac{\sigma_v^m}{\Gamma(m+1) \sqrt{2\pi} \sigma_v^{m+1}} \exp\left(\frac{\varepsilon}{\sigma_v} + \frac{\sigma_v^2}{2\sigma_v^2}\right) \int_0^\infty (t-w)^m \exp\left(-\frac{t^2}{2}\right) \, dt, \]

(3.2.56)

where \( w = (\varepsilon/\sigma_v) + (\sigma_v/\sigma_u) \). \( f(\varepsilon) \) is asymmetrically distributed, with mean and variance

\[ E(\varepsilon) = -E(u) = -(m+1)\sigma_u, \]

\[ V(\varepsilon) = \sigma_v^2 + (m+1)\sigma_u^2. \]  

(3.2.57)

This marginal density function contains an integral term that poses some problems in estimation. Stevenson showed that equation (3.2.56) collapses to the normal–exponential density given in equation (3.2.37) when \( m = 0 \), and he also derived closed-form expressions for the normal–gamma density given in equation (3.2.56) for \( m = 1 \) and \( m = 2 \). However, these integer values of \( m \) restrict the gamma distribution to the Erlang form. Beckers and Hammond (1987) obtained a closed-form expression for equation (3.2.56) that does not restrict \( m \) to integer values. They showed that \( f(\varepsilon) \) can be written as

\[ f(\varepsilon) = \frac{1}{\Gamma(m+1) \sqrt{2\pi} \sigma_v^{m+1}} \exp\left(-\frac{\varepsilon^2}{2\sigma_v^2}\right) \]

\[ \cdot \int_0^\infty u^m \exp\left(-\frac{u}{\sigma_u} - \frac{u \varepsilon}{\sigma_v} - \frac{u^2}{2\sigma_v^2}\right) \, du, \]

(3.2.58)

where the integral

\[ \int_0^\infty u^m \exp\left(-\frac{u}{\sigma_u} - \frac{u \varepsilon}{\sigma_v} - \frac{u^2}{2\sigma_v^2}\right) \, du = J(m, \sigma_u, \sigma_v, \varepsilon) \]
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does have a known closed-form expression. The log likelihood function corresponding to \( f(\varepsilon) \) can be written as

\[ \ln L = \text{constant} - I \ln \Gamma(m+1) - (m+1)I \ln \sigma_v \]

\[ -I \ln \sigma_u - \frac{1}{2\sigma_v^2} \sum_i \varepsilon_i^2 + \sum_i I_i(m, \sigma_u, \sigma_v, \varepsilon) \]

\[ = \text{constant} - I \ln \Gamma(m+1) - (m+1)I \ln \sigma_u + \int \frac{\sigma_v^2}{2\sigma_v^2} \]

\[ + \sum_i \frac{\varepsilon_i^2}{\sigma_u} + \sum_i \ln \Phi\left[-\frac{(\varepsilon_i^2 + \sigma_u^2)}{\sigma_v}\right] + \sum_i \ln h(m, \varepsilon_i), \]

(3.2.59)

where \( h(m, \varepsilon_i) = E[z^m|z > 0, \varepsilon_i] \) and \( z = N[(-\varepsilon_i + \sigma_u^2/\sigma_v), \sigma_v^2] \). When \( m = 0 \) the gamma log likelihood function collapses to the exponential log likelihood function given in equation (3.2.39). Greene (1990) provides the derivatives of this function with respect to the parameters, which can be solved to obtain maximum likelihood estimates of all parameters.

In order to obtain estimates of the technical efficiency of each producer, we need the conditional distribution \( f(u|\varepsilon) \). This is given by

\[ f(u|\varepsilon) = \frac{f(u,\varepsilon)}{f(\varepsilon)} \]

\[ = \frac{u^m \exp\left(-\frac{u}{\sigma_u} - \frac{u \varepsilon}{\sigma_v} - \frac{u^2}{2\sigma_v^2}\right)}{J(m, \sigma_u, \sigma_v, \varepsilon)}, \]

(3.2.60)

from which it follows that

\[ E(u|\varepsilon_i) = \frac{h(m+1, \varepsilon_i)}{h(m, \varepsilon_i)}, \]

(3.2.61)

which can be approximated numerically. Greene (1990) discusses approximation techniques and their accuracy.

Ritter and Simar (1997a) paint a fairly pessimistic picture of the empirical value of the normal–gamma specification. They begin by reiterating that in general the log likelihood function must be evaluated numerically and that approximation error can be a serious
problem. They also note that there need not exist a maximum of the log likelihood function. Finally, they report that unless the sample size reaches several hundreds of observations the critical shape parameter \( m \) of the gamma density is hard to estimate, and this difficulty carries over to estimation of \( E(u_i|x_i) \). They also argue that this identification problem applies equally to the normal–truncated normal specification with its placement parameter \( \mu \). Ritter and Simar (1997b) provide an empirical illustration of the difficulties encountered in attempting to estimate the normal–gamma model.

**Do Distributional Assumptions Matter?** Sample mean efficiencies are no doubt apt to be sensitive to the distribution assigned to the one-sided error component \( v \). There is plenty of empirical evidence of this sensitivity. What is not so clear is whether a ranking of producers by their individual efficiency scores, or the composition of the top and bottom efficiency score deuces, is sensitive to distributional assumptions. Indeed there is some evidence that neither rankings nor decile compositions are particularly sensitive. We provide one example, based on Greene (1990), who estimated a stochastic cost frontier for a cross section of 123 U.S. electric utilities, using all four of the preceding one-sided densities. He reported sample mean efficiencies of 0.8766 (half normal), 0.9011 (exponential), 0.8961 (truncated normal), and 0.8949 (gamma). We have calculated rank correlation coefficients between pairs of efficiency estimates for all sample observations. The lowest rank correlation coefficient is 0.7467 (somewhat surprisingly between exponential and gamma), and the highest is 0.9803 (half normal and truncated normal). If this strong concordance is generally true, it provides support for Ritter and Simar, who argue for the use of a relatively simple distribution, such as half normal or exponential, rather than a more flexible distribution, such as truncated normal or gamma. It also suggests that the choice between the two one-parameter densities is largely immaterial.

**A Method of Moments Approach** The estimation strategy developed so far consists of two steps. In the first step the maximum likelihood method is used to estimate all parameters of the model. In the second step, conditional on these maximum likelihood estimates, technical efficiency is estimated for each producer by decomposing the maximum likelihood residual term into a noise component and a technical inefficiency component.

An alternative to the first step would be to break it into two parts. In the first part of the estimation procedure, OLS is used to generate consistent estimates of all parameters describing the structure of the production frontier, apart from the intercept. This part is thus independent of distributional assumptions on either error component. In the second part of the estimation procedure, distributional assumptions are invoked in order to obtain consistent estimates of the intercept and the parameter(s) describing the structure of the two error components. This two-part estimation procedure amounts to the application of MOLS to a stochastic production frontier model. We then repeat the second step, in which the JLMS technique is used to estimate \( u_i \) for each producer. This strategy can be applied to each of the four models just discussed. Greene (1993, 1997) discusses the method of moments approach for the normal–exponential and normal–gamma specifications, and Harris (1992) employs a method of moments estimator for the normal–truncated normal model. Here we apply the method of moments approach to the normal–half normal model analyzed by Olson, Schmidt, and Waldman (1980).

We begin by rewriting the stochastic production frontier model given in equation (3.2.4) as

\[
\ln y_i = [\beta_0 - E(u_i)] + \sum_n \beta_n \ln x_{ni} + v_i - [u_i - E(u_i)].
\]

We assume that \( v_i \) is symmetrically distributed with zero mean and that \( u_i \geq 0 \). Thus the error term \( [v_i - [u_i - E(u_i)]] \) has zero mean and constant variance. Consequently in the first part of the estimation procedure OLS can be used to obtain consistent estimates of the \( \beta_0, \sigma_v^2 \), and \( \sigma_u^2 \). Here we need distributional assumptions on the error components \( v_i \) and \( u_i \). As usual, we assume that \( v_i \sim N(0, \sigma_v^2) \).

If \( u_i \) follows a half normal distribution, then \( E(u_i) = \sqrt{2/\pi} \sigma_u, V(u_i) = (\pi - 2)/\pi \sigma_u^2, \) and \( E(v_i) = \sqrt{2/\pi(1 - 4/\pi)} \sigma_v^2. \) Thus the first two central moments of \( \xi_i = v_i - u_i \) are \( \mu_2 = \sigma_v^2 + [(\pi - 2)/\pi] \sigma_u^2 \) and \( \mu_3 = \sqrt{2/\pi(1 - 4/\pi)} \sigma_v^2. \) The second and third central moments of \( \xi_i = v_i - u_i \) are the same as those of \( \varepsilon_i = v_i - [u_i - E(u_i)] \) since \( E(u_i) \) is a con-
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However it is the second and third central moments $m_3$ and $m_3$ of the OLS residuals that are used to estimate $\sigma_u^2$ and $\sigma_\varepsilon^2$. These estimates are

$$\hat{\sigma_u^2} = \left( \frac{m_3}{\sqrt{2/\pi(1-4/\pi)}} \right)^{2/3}$$

(3.2.63)

and

$$\hat{\sigma_\varepsilon^2} = m_3 - \left( 1 - \frac{2}{\pi} \right) \hat{\sigma_u^2},$$

(3.2.64)

respectively.

After obtaining an estimate of $\sigma_u^2$, we obtain a consistent estimate of $\beta_0$ from

$$\hat{\beta}_0 = [\beta_0 - E(\hat{u}_i)] + \sqrt{\frac{2}{\pi}} \hat{\sigma}_u$$

$$= \text{OLS intercept} + \sqrt{\frac{2}{\pi}} \hat{\sigma}_u.$$  

(3.2.65)

We now have consistent estimates of all parameters in the model. The final step in the procedure consists of applying the JLMS technique to obtain either $E(u_i|e_i)$ or $M(u_i|e_i)$. This technique is described previously at equations (3.2.27)-(3.2.31). The confidence interval construction technique described in equations (3.2.32)-(3.2.34) can also be applied to the method of moments approach.

Olson, Schmidt, and Waldman pointed out two potential problems with the method of moments approach. The first is that, although the third central moment $m_3$ of the OLS disturbances must be negative, it is possible for the third central moment $m_3$ of the OLS residuals to be positive. In this event the implied $\hat{\sigma}_u$ is negative. This provides a useful diagnostic, suggesting that the model is misspecified. If the model is not respecified, for example by changing the functional form or the variables of $f(x; \beta)$, it is natural to set $\hat{\sigma}_u = 0$; this leads to the conclusion that there is no technical inefficiency in the data. The second potential problem arises when $m_3$ is negative as expected, but sufficiently large to cause $\hat{\sigma}_u^2 < 0$. In this event it is natural to set $\hat{\sigma}_u^2 = 0$, which leads to the conclusion that there is no noise in the data.

The first problem ($\sigma_u < 0$) occurs when the true but unknown $\lambda = \sigma_u/\sigma_\varepsilon$ is small, whereas the second problem ($\hat{\sigma}_u^2 < 0$) occurs when $\lambda$ is large. Based on the results of a Monte Carlo experiment, Olson, Schmidt, and Waldman concluded that the choice of estimator (MLE versus method of moments) depends on the value of $\lambda$ and the sample size. For sample sizes below 400 and for $\lambda < 3.16$, the method of moments estimator outperforms MLE (in a mean-squared error sense). In a subsequent Monte Carlo study, Coelli (1995) found MLE to outperform method of moments (again in a mean-squared error sense) when $\lambda$ is large, with the advantage increasing as the sample size increases. We are not aware of similar evidence concerning the relative performance of the method of moments estimator when $u$ is assumed to be distributed as exponential, truncated normal, or gamma.

Although the MOLS procedure generates consistent estimators for all parameters in the model, they are inefficient compared to the maximum likelihood estimators that are based on distributional assumptions, and the procedure is subject to the two problems just mentioned. On the other hand, the MOLS method uses distributional assumptions only in the second step, and so the first-step estimators are robust to distributional assumptions on $\nu_i$ and $u_i$.

3.2.3 Stochastic Distance Functions

It is possible to adapt the techniques developed for the estimation of a stochastic production frontier in the single-output case to the estimation of a stochastic output distance function in the multiple-output case. The two main complications are that there is no natural choice for a dependent variable in the multiple-output case, and endogeneity of regressors is apt to pose a problem. Nonetheless a wide range of possibilities exists. Once these issues are resolved, estimation of a stochastic distance function proceeds essentially as described before in the single-output case.

In the single-output case we have written a stochastic production frontier as

$$y_i = f(x_i; \beta) \exp \{ \nu_i - u_i \}.$$  

(3.2.66)

which can be rewritten as

$$\frac{y_i}{f(x_i; \beta)} = \exp \{ \nu_i - u_i \}.  \quad (3.2.67)$$

Cross-Sectional Models
We know from Chapter 2 that in the single-output case \( y_i/f(x_i; \beta) = D_o(x_i, y_i; \beta) \). Consequently the multiple-output version of equation (3.2.67) is
\[
D_o(x_i, y_i; \beta) = \exp\{v_i - u_i\},
\]
which can be rewritten as a stochastic distance function model
\[
1 = D_o(x_i, y_i; \beta)\exp\{u_i - v_i\},
\]
(3.2.69)
since the random-noise error component \( v_i \) is distributed symmetrically around zero. Since \( D_o(x_i, y_i; \beta) \leq 1, \exp\{u_i - v_i\} \geq 1, \) and \( E(u_i|u_i - v_i) \geq 0 \) provides a reciprocal measure of output-oriented technical efficiency.

The next task is to convert equation (3.2.69) into an estimable regression model. This can be accomplished by exploiting property \( D_3 \) of output distance functions, which states that \( D_o(x_i, \lambda y_i; \beta) = \lambda D_o(x_i, y_i; \beta), \lambda > 0 \). Setting \( \lambda = |y|^{-1} = (\Sigma n y_i)^{-1/2} \), the reciprocal of the Euclidean norm of the output vector, generates \( D_o(x_i, y_i|y_i; \beta) = |y|^{-1} D_o(x_i, y_i; \beta) \), which leads to \( D_o(x_i, y_i; \beta) = |y|^{-1} D_o(x_i, y_i|y_i; \beta) \).

Substituting this last inequality into equation (3.2.69) and dividing both sides by \(|y_i|^{-1} \) generates an estimable composed error regression model
\[
|y|^{-1} = D_o(x_i, \lambda|y_i|^{-1} \beta)\exp\{u_i - v_i\}.
\]
(3.2.70)
The dependent variable in this regression model is the reciprocal of the norm of the output vector; the regressors are the inputs (as in a single-output production frontier model) and the normalized outputs. The symmetric error component \( v_i \) is assumed to capture the effects of random noise; the one-sided error component \( u_i \) is nonnegative, and provides the basis for a reciprocal measure of output-oriented technical efficiency. The entire analysis of Section 3.2.2 can be applied to equation (3.2.70), with a simple change of sign from \(+u_i\) to \(-u_i\), and with an appropriately flexible functional form selected for \( D_o(x_i, y_i|y_i; \beta) \). [Cobb–Douglas is not appropriate, since it has the wrong curvature in \((y_i/|y_i|)\) space.] It is possible to select alternative normalizing variables; for example, Coelli and Perelman (1996), Fuentes, Griffel-Tatjé, and Perelman (1997), Morrison and Johnston (1997), and Reinhard and Thijssen (1997) all use \( y_i^m \). We have chosen \(|y_i|^{-1}\) because it is neutral with respect to outputs.

A potentially serious problem with the estimation of stochastic distance functions is that the outputs appearing as regressors in equation (3.2.69), or the normalized outputs appearing as regressors in equation (3.2.70), may not be exogenous. Hetemaki (1996) argues that although the outputs in equation (3.2.69) may not be exogenous, the normalized outputs \( y_i/|y_i| \) in equation (3.2.70) may be assumed to be exogenous. The other authors cited previously claim that not even the normalized outputs \( y_i/|y_i| \) are likely to be exogenous, since they are just outputs scaled to the unit simplex. They argue that the alternative normalization \( y_i/y_{im} \) creates an output mix vector that is more likely to be exogenous than either \( y_i \) or \( y_i/|y_i| \). Atkinson, Färe, and Primont (1998) and Atkinson and Primont (1998) also claim that not all regressors in equation (3.2.69) (and presumably therefore in equation (3.2.70) as well) can be exogenous. They use nonlinear three-stage least squares techniques to estimate a system of equations consisting of equation (3.2.69) and a set of shadow price ratio equations obtained from the distance function. However the endogeneity issue is ultimately resolved, the main point is that it is possible to estimate technical efficiency using stochastic (output or input) distance functions. This should put to rest the claim that the presence of multiple outputs requires that a dual economic stochastic frontier be estimated.

### 3.3 Panel Data Production Frontier Models

A panel (repeated observations on each producer) contains more information than does a single cross section. Consequently it is to be expected that access to panel data will either enable some of the strong distributional assumptions used with cross-sectional data to be relaxed or result in estimates of technical efficiency with more desirable statistical properties. Schmidt and Sickles (1984) noted three difficulties with cross-sectional stochastic production frontier models:

(i) Maximum likelihood estimation of the stochastic production frontier model, and the subsequent separation of technical inefficiency from statistical noise, both require strong distributional assumptions on each error component. The robustness
of inferences to these assumptions is not well documented, although we made some observations on robustness in the preceding section.

(ii) Maximum likelihood estimation also requires an assumption that the technical inefficiency error component be independent of the regressors, although it is easy to imagine that technical inefficiency might be correlated with the input vectors producers select.

(iii) While the technical efficiency of producers can be estimated using the JLMS technique, it cannot be estimated consistently, since the variance of the conditional mean or the conditional mode of \( \mbox{L} \) for each individual producer does not go to zero as the size of the cross section increases.

Each of these limitations is avoidable if we have access to panel data. First, having access to panel data enables us to adapt conventional panel data estimation techniques to the technical efficiency measurement problem, and not all of these techniques rest on strong distributional assumptions. Repeated observations on a sample of producers can serve as a substitute for strong distributional assumptions. Second, not all panel data estimation techniques require the assumption of independence of the technical inefficiency error component from the regressors. Repeated observations on a sample of producers can also serve as a substitute for the independence assumption. Finally, since adding more observations on each producer generates information not provided by adding more producers to a cross section, the technical efficiency of each producer in the sample can be estimated consistently as \( T \to \infty \), \( T \) being the number of observations on each producer. Repeated observations on a sample of producers resolves the inconsistency problem with the JLMS technique. This final benefit of having access to panel data can be overstated, however, since many panels are relatively short.

In Section 3.3.1 we consider panel data production frontier models in which technical efficiency is allowed to vary across producers, but is assumed to be constant through time for each producer. In this framework several conventional panel data models can be adapted to the problem of estimating technical efficiency. However the assumption of time invariance of technical efficiency may be considered tenuous, particularly in long panels. Consequently in Section 3.3.2 we consider panel data production frontier models in which technical efficiency is allowed to vary across producers and through time for each producer. These latter models make relatively little use of the conventional panel data literature, and rely primarily on extending maximum likelihood cross-sectional production frontier models to the panel data context.

In order to avoid unnecessary notational complications, we assume throughout this section that the panel is balanced, in the sense that each producer is observed \( T \) times. Unbalanced panels, in which producer \( i \) is observed \( T_i \leq T \) times, with not all \( T_i \) equal, can be accommodated by each of the panel data models we discuss. Details are available in the cited references.

3.3.1 Time-Invariant Technical Efficiency

We begin by assuming that we have observations on \( I \) producers, indexed by \( i = 1, \ldots, I \), through \( T \) time periods, indexed by \( t = 1, \ldots, T \). A Cobb–Douglas production frontier with time-invariant technical efficiency can be written as

\[
\ln y_{it} = \beta_0 + \sum_{n} \beta_n \ln x_{nit} + v_{it} - u_i,
\]

(3.3.1)

where \( v_{it} \) represents random statistical noise and \( u_i \geq 0 \) represents technical inefficiency. Notice that the structure of production technology is assumed to be constant through time; that is, no allowance is made for technical change. This model is structurally similar to the cross-sectional production frontier model given in equation (3.2.18). The only difference is the addition of time subscripts to the output, to the inputs, and to statistical noise. This model is also very similar to a conventional panel data model with producer effects but without time effects. The only difference is that the producer effects are required to be nonnegative, since they represent technical inefficiency. The parameters of the model can be estimated, and technical efficiency can be estimated, in a number of ways.

The Fixed-Effects Model The simplest panel data model is a fixed-effects model. To adapt such a model to the efficiency measurement context, we modify only one assumption. The modification requires that \( u_i \geq 0 \), and is embodied in equations (3.3.3) and (3.3.4). We
assume that the \( v_n \) are iid \((0, \sigma^2)\) and are uncorrelated with the regressors. We make no distributional assumption on the \( u_n \) and we allow the \( u_i \) to be correlated with the regressors or with the \( v_n \). Since the \( u_i \) are treated as fixed (i.e., nonrandom) effects, they become producer-specific intercept parameters to be estimated along with the \( \beta_n \). The model can be estimated by applying OLS to

\[
\ln y_n = \beta_{0n} + \sum_{n} \beta_n x_{n0} + v_n, \tag{3.3.2}
\]

where the \( \beta_{0n} = (\beta_0 - u_n) \) are producer-specific intercepts. Estimation is accomplished in any of three equivalent ways: (i) by suppressing \( \beta_0 \) and estimating \( I \) producer-specific intercepts; (ii) by retaining \( \beta_0 \) and estimating \( (I - 1) \) producer-specific intercepts; or (iii) by applying the within transformation, in which all data are expressed in terms of deviations from producer means and the \( I \) intercepts are recovered as means of producer residuals. We refer to each variant as least squares with dummy variables, LSDV for short.

After estimation we employ the normalization

\[
\hat{\beta}_n = \max_i \{\hat{\beta}_{0n}\}, \tag{3.3.3}
\]

and the \( u_i \) are estimated from

\[
\hat{u}_i = \hat{\beta}_{0i} - \hat{\beta}_{00}, \tag{3.3.4}
\]

which ensures that all \( \hat{u}_i \geq 0 \). Producer-specific estimates of technical efficiency are then given by

\[
TE_i = \exp\{-\hat{u}_i\}. \tag{3.3.5}
\]

Thus in the fixed-effects model at least one producer is assumed to be 100% technically efficient, and the technical efficiencies of other producers are measured relative to the technically efficient producer(s). The similarity of the fixed-effects model to the COLS model based on cross-sectional data should be apparent.

The LSDV estimates of the \( \beta_n \) are consistent as either \( I \rightarrow +\infty \) or \( T \rightarrow +\infty \), and the consistency property does not require that the \( u_i \) be uncorrelated with the regressors. The LSDV estimates of the \( \beta_{0n} \) are consistent as \( T \rightarrow +\infty \), although consistency of the LSDV estimates of \( u_i \) requires both \( I \rightarrow +\infty \) and \( T \rightarrow +\infty \). Neither consistency property requires the assumption that the \( v_n \) be normally distributed.

Horrace and Schmidt (1995, 1996) have adapted the “multiple comparisons with the best” technique to construct confidence intervals for the \( \hat{u}_i \), which can be transformed to confidence intervals for the \( TE_i = \exp\{-\hat{u}_i\} \). The procedure is similar to the procedure we outlined previously to construct confidence intervals for maximum likelihood estimators of technical efficiency in a cross-sectional context. A set of \((1-\alpha)100\% \) simultaneous confidence intervals for \( (\hat{u}_1, \ldots, \hat{u}_I) \) is given by

\[
P\{|L_i \leq \hat{u}_i \leq U_i, \ i = 1, \ldots, I\} \cap \{[I] \in \xi\} \geq 1-\alpha, \tag{3.3.6}
\]

where

\[
\zeta = \left\{ j: \beta_{0j} \geq \max_{k \in \xi} \beta_{0k} - d \right\},
\]

\[
L_i = \max_{j \in \zeta} \left\{ \min_{k \in \xi} [\beta_{0j} - \beta_{0k} - d], 0 \right\}, \quad i = 1, \ldots, I,
\]

\[
U_i = \max_{j \in \zeta} \left\{ \max_{k \in \xi} [\beta_{0j} - \beta_{0k} + d], 0 \right\}, \quad i = 1, \ldots, I,
\]

\[
d = \left[ T_{\alpha/2, \nu, \rho}^{-1}(2/T) \right]^{1/2}.
\]

and \( |T|^{\alpha/2, \nu, \rho}(2/T)^{1/2} \) is the solution in \( t \) for

\[
\int_0^\infty \left\{ \Phi^{-1}\left[ (zp^{1/2} + ts)(1-\rho)^{1/2} \right] - \Phi^{-1}\left[ (zp^{1/2} - ts)(1-\rho)^{1/2} \right] \right\} dQ_\rho(s) = 1-\alpha.
\]

Here \( s \) is the square root of the pooled variance estimator, \( \rho = 1/2 \), and \( Q_\rho \) is the cumulative distribution function of a \( \chi^2 \) random variable. Horrace and Schmidt cited tabulated values of \( |T|^{\alpha/2, \nu, \rho}(2/T)^{1/2} \) for small values of \( I \), and they discuss simulation strategies for large \( I \). In their empirical analysis of three panel data sets, they found confidence intervals around efficiency estimates based on the fixed-effects model to be quite wide, and they attributed this to a combination of estimation error, uncertainty over the identity of the most efficient observation, and the multiplicity \( (I) \) of the probability statements.

The fixed-effects model has the virtue of simplicity, and it has nice consistency properties. In particular, and in contrast to the MLE
cross-sectional model, the fixed-effects panel data model provides consistent estimates of producer-specific technical efficiency. However the fixed-effects model has a potentially serious drawback. The fixed effects (the \( u_i \)) are intended to capture variation across producers in time-invariant technical efficiency. Unfortunately they also capture the effects of all phenomena (such as the regulatory environment, for example) that vary across producers but that are time invariant for each producer. This confounding of variation in technical efficiency with variation in other effects occurs whether or not the other effects are included as regressors in the model. This shortcoming motivates interest in another panel data model, to which we now turn.

**The Random-Effects Model** In the fixed-effects model we assumed that the \( u_i \) were fixed, but we allowed them to be correlated with the regressors. We now consider the opposite situation, in which the \( u_i \) are randomly distributed with constant mean and variance, but are assumed to be uncorrelated with the regressors and with the \( v_{it} \). We still do not make any distributional assumption on the \( u_i \), although we continue to require that they be nonnegative. As before, we assume that the \( v_{it} \) have zero expectation and constant variance. This modification in the assumptions has the virtue of allowing us to include time-invariant regressors in the model.

We rewrite the model given in equation (3.3.1) as

\[
\ln y_{it} = [\beta_0 - E(u_i)] + \sum \beta_n \ln x_{mit} + v_{it} - [u_i - E(u_i)]
\]

\[
= \beta_0^* + \sum_n \beta_n \ln x_{mit} + v_{it} - \hat{u}_i^*,
\]

(3.3.7)

where the assumption that the \( u_i \) are random rather than fixed allows some of the \( x_{mit} \) to be time invariant. This random-effects model fits exactly into the one-way error components model in the panel data literature, and can be estimated by the standard two-step generalized least squares (GLS) method. In the first step OLS is used to obtain estimates of all parameters. The two variance components are estimated by any of several methods. In the second step \( \beta_0^* \) and the \( \beta_n \) are reestimated using feasible GLS. Notice that \( \beta_0^* \) does not depend on \( i \), since \( E(u_i) \) is a positive constant, so there is only one intercept term to be estimated.

Once \( \beta_0^* \) and the \( \beta_n \)'s have been estimated using feasible GLS, the \( \hat{u}_i^* \) can be estimated from the residuals by means of

\[
\hat{u}_i^* = \frac{1}{T} \sum \left( \ln y_{it} - \hat{\beta}_0^* - \sum \hat{\beta}_n \ln x_{mit} \right).
\]

(3.3.8)

Estimates of the \( u_i \) are obtained by means of the normalization

\[
\hat{u}_i = \max_i \{ \hat{u}_i^* \} - \hat{u}_i^*.
\]

(3.3.9)

These estimates are consistent as both \( I \to +\infty \) and \( T \to +\infty \). Estimates of producer-specific technical efficiency are then obtained by substituting \( \hat{u}_i \) into equation (3.3.5), as in the fixed-effects model. Thus consistent estimates of producer-specific technical efficiency can also be obtained using a random-effects panel data model.

An alternative estimator of \( \hat{u}_i^* \) is the best linear unbiased predictor (BLUP). The BLUP of \( \hat{u}_i^* \) is

\[
\hat{u}_i^* = \left[ \frac{\hat{\sigma}_0^2}{\hat{\sigma}_0^2 + \hat{\sigma}_v^2} \right] \sum \left( \ln y_{it} - \hat{\beta}_0^* - \sum \hat{\beta}_n \ln x_{mit} \right),
\]

(3.3.10)

and the resulting estimator of \( u_i \) is

\[
\hat{u}_i = \max_i \{ \hat{u}_i^* \} - \hat{u}_i^*.
\]

(3.3.11)

which can also be substituted into equation (3.3.5) to generate producer-specific estimates of technical efficiency. For large \( T \) the estimators in (3.3.9) and (3.3.11) are equivalent. Both are consistent as \( I \to +\infty \) and \( T \to +\infty \). As in the fixed-effects model, both estimators of technical efficiency in the random-effects model require that at least one producer be 100% technically efficient, with the technical efficiencies of the remaining producers being measured relative to the technically efficient producer(s).

GLS is appropriate when \( I \) is large, because consistent estimation of \( \sigma_u^2 \) requires \( I \to +\infty \), and when the effects are uncorrelated with the regressors, since uncorrelatedness increases efficiency in estimation. Hausman and Taylor (1981) have developed a test of the uncorrelatedness hypothesis; the test is a Hausman (1978) test of the significance of the difference between the fixed-effects estimator and the GLS estimator. They also developed a similar test of the hypothesis that the \( u_i \) are uncorrelated with a subset of the
regressors. The primary virtue of GLS, however, is that it allows the presence of time-invariant regressors, the impact of which would be confounded with the impact of variation in technical efficiency in the fixed-effects model. However GLS does require that the $u_i$ be uncorrelated with the regressors, whereas the fixed-effects approach does not.

**Maximum Likelihood** The preceding methods demonstrate that access to panel data enables one to avoid either the strong distributional assumptions or the equally strong independence assumption usually made in the cross-sectional production frontier literature. Nonetheless, if such assumptions are tenable in a panel data context, maximum likelihood estimation is feasible. Maximum likelihood estimation of a stochastic production frontier panel data model with time-invariant technical efficiency is structurally similar to the same procedure applied to cross-sectional data. This technique is widely used in empirical analysis.

We begin by making the following distributional assumptions on the error components in the stochastic production frontier model given by equation (3.3.1):

(i) $v_{it} \sim i.i.d. N(0, \sigma_v^2)$.

(ii) $u_t \sim i.i.d. N(0, \sigma_u^2)$.

(iii) $u_i$ and $v_{it}$ are distributed independently of each other, and of the regressors.

These distributional assumptions parallel those employed in the normal–half normal model based on cross-sectional data, except that now the noise component varies through time as well as across producers.

Pitt and Lee (1981) used these assumptions to estimate technical efficiency using panel data. The density function of $u$, which is independent of time, is given in equation (3.2.12). The density function of $v = (v_1, \ldots, v_T)'$, which is now time dependent, is given by the following generalization of equation (3.2.20), where producer subscripts are suppressed:

$$f(v) = \frac{1}{(2\pi)^{T/2} \sigma_v^2} \exp\left(-\frac{v'v}{2\sigma_v^2}\right).$$  \hspace{1cm} (3.3.12)

Given the independence assumption, the joint density function of $u$ and $v$ is

$$f(u, v) = \frac{2}{(2\pi)^{(T+1)/2} \sigma_u \sigma_v} \exp\left(-\frac{u^2}{2\sigma_u^2} - \frac{v'v}{2\sigma_v^2}\right),$$  \hspace{1cm} (3.3.13)

and the joint density function of $u$ and $\epsilon = (v_1 - u, \ldots, v_T - u)'$ is

$$f(u, \epsilon) = \frac{2}{(2\pi)^{(T+1)/2} \sigma_u \sigma_v} \exp\left(-\frac{(u - \mu_u)^2}{2\sigma_u^2} - \frac{\epsilon'\epsilon}{2\sigma_v^2} + \frac{\mu_v^2}{2\sigma_v^2}\right),$$  \hspace{1cm} (3.3.14)

where

$$\mu_u = -\frac{T\sigma_v^2 \bar{\epsilon}}{\sigma_v^2 + T\sigma_u^2},$$

$$\sigma_u^2 = \frac{\sigma_v^2 \sigma_u^2}{\sigma_v^2 + T\sigma_u^2},$$

$$\bar{\epsilon} = \frac{1}{T} \sum_i \epsilon_{it}.$$  

Thus the marginal density function of $\epsilon$ is

$$f(\epsilon) = \int_0^{\infty} f(u, \epsilon) du$$

$$= \frac{2[1 - \Phi(-\mu_u/\sigma_u)]}{(2\pi)^{T/2} \sigma_v^2 (\sigma_v^2 + T\sigma_u^2)^{T/2}} \exp\left(-\frac{\epsilon'\epsilon}{2\sigma_v^2} + \frac{\mu_v^2}{2\sigma_v^2}\right).$$  \hspace{1cm} (3.3.15)

The log likelihood function for a sample of $I$ producers, each observed for $T$ periods of time, is

$$\ln L = \text{constant} - \frac{I(T-1)}{2} \ln \sigma_v^2 - \frac{I}{2} \ln(\sigma_v^2 + T\sigma_u^2)$$

$$+ \sum_i \ln\left[1 - \Phi\left(-\frac{\mu_i}{\sigma_u}\right)\right] - \frac{\Sigma_i \epsilon_i' \epsilon_i}{2\sigma_v^2} + \frac{1}{2} \sum_i \frac{\mu_i^2}{\sigma_u^2}.$$  \hspace{1cm} (3.3.16)

This log likelihood function can be maximized with respect to the parameters to obtain maximum likelihood estimates of $\beta$, $\sigma_v^2$, and $\sigma_u^2$.

The next step is to obtain estimates of producer-specific time-invariant technical efficiency. We begin by deriving the conditional distribution ($u|\epsilon$), which is
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\[ f(u|\varepsilon) = \frac{f(u, \varepsilon)}{f(\varepsilon)} \]

\[ = \frac{1}{(2\pi)^{1/2} \sigma_\varepsilon[1 - \Phi(-\mu_\varepsilon / \sigma_\varepsilon)]} \exp\left\{ -\frac{(u - \mu_\varepsilon)^2}{2\sigma_\varepsilon^2} \right\}, \quad (3.3.17) \]

which is the density function of a variable distributed as \( N'(\mu, \sigma^2) \). Either the mean or the mode of this distribution can be used as a point estimator of technical efficiency, and we have

\[ E(u_i|\varepsilon_i) = \mu_{\varepsilon_i} + \sigma_{\varepsilon_i} \phi\left(-\frac{\mu_{\varepsilon_i}}{\sigma_{\varepsilon_i}}\right) \]

\[ 1 - \Phi\left(-\frac{\mu_{\varepsilon_i}}{\sigma_{\varepsilon_i}}\right) \]

\[ (3.3.18) \]

and

\[ M(u_i|\varepsilon_i) = \begin{cases} \mu_{\varepsilon_i} & \text{if } \varepsilon_i \leq 0, \\ 0 & \text{otherwise.} \end{cases} \quad (3.3.19) \]

The estimators of \( u_i \) are consistent as \( T \to +\infty \). Either can be substituted into equation (3.3.5) to obtain producer-specific estimates of time-invariant technical efficiency. An alternative estimator is provided by the minimum squared error predictor

\[ E(\exp\{-u_i|\varepsilon_i\}) = \frac{1 - \Phi\left[\sigma_{\varepsilon_i} + (\mu_{\varepsilon_i}/\sigma_{\varepsilon_i})\right]}{1 - \Phi\left(-\mu_{\varepsilon_i}/\sigma_{\varepsilon_i}\right)} \exp\left\{ -\mu_{\varepsilon_i} + \frac{1}{2} \sigma_{\varepsilon_i}^2 \right\}. \]

\[ (3.3.20) \]

Confidence intervals for any of the three estimators can be constructed exactly as in the cross-sectional maximum likelihood model, with the appropriate changes in notation.

Equations (3.3.12)–(3.3.20) describe the use of maximum likelihood techniques to obtain estimates of producer-specific time-invariant technical efficiency. They are based on the same normal–half normal distributional assumptions that were maintained in the cross-sectional framework analyzed in Section 3.2.2. In that section we also discussed the use of maximum likelihood techniques under alternative distributional assumptions for the one-sided inefficiency error component. Exactly the same alternative distributional assumptions can be maintained in a panel data context. Here we discuss just one alternative, in which the half normal assumption on the \( u_i \) is generalized to the truncated normal assumption. The normal–truncated normal specification has been proposed for use in a panel data context by Kumbhakar (1987) and Battese and Coelli (1988).

The log likelihood function for the normal–truncated normal case is given by

\[ \ln L = \text{constant} - \frac{I(T - 1)}{2} \ln \sigma_{\varepsilon_i}^2 - \frac{I}{2} \ln (\sigma_\varepsilon^2 + T\sigma_{\varepsilon_i}^2) \]

\[ - I \ln \left( 1 - \Phi\left(-\frac{\mu_\varepsilon}{\sigma_{\varepsilon_i}}\right) \right) + \sum_i \ln \left( 1 - \Phi\left(-\frac{\bar{\mu}_i}{\sigma_{\varepsilon_i}}\right) \right) \]

\[ - \frac{\Sigma_i \varepsilon_i^2}{2\sigma_{\varepsilon_i}^2} - \frac{I}{2} \left( \frac{\mu}{\sigma_{\varepsilon_i}} \right)^2 + \frac{1}{2} \sum_i \left( \frac{\bar{\mu}_i}{\sigma_{\varepsilon_i}} \right)^2, \]

\[ (3.3.21) \]

where

\[ \bar{\mu}_i = \frac{\mu_{\varepsilon_i} + T \bar{\varepsilon}_{\varepsilon_i}^2}{\sigma_\varepsilon^2 + T\sigma_{\varepsilon_i}^2}, \]

and \( \sigma_{\varepsilon_i}^2 \) and \( \bar{\varepsilon} \) are defined beneath equation (3.3.14). Note that \( \bar{\mu}_i = \mu_{\varepsilon_i} \) if \( \mu = 0 \). The log likelihood function can be maximized with respect to the parameters to obtain maximum likelihood estimates of all parameters.

The conditional distribution \( (u|\varepsilon) \) is given by

\[ f(u|\varepsilon) = \frac{f(u, \varepsilon)}{f(\varepsilon)} \]

\[ = \frac{1}{(2\pi)^{1/2} \sigma_\varepsilon[1 - \Phi(-\bar{\mu}/\sigma_\varepsilon)]} \exp\left\{ -\frac{(u - \bar{\mu})^2}{2\sigma_\varepsilon^2} \right\}, \]

\[ (3.3.22) \]

which is distributed as \( N'(\bar{\mu}, \sigma_\varepsilon^2) \). Either the mean or the mode of this distribution can serve as the basis for a point estimate of producer-specific time-invariant technical efficiency. These are given by

\[ E(u_i|\varepsilon_i) = \bar{\mu}_i + \sigma_\varepsilon \phi\left(-\frac{\bar{\mu}_i}{\sigma_\varepsilon}\right) \]

\[ 1 - \Phi\left(-\frac{\bar{\mu}_i}{\sigma_\varepsilon}\right) \]

\[ (3.3.23) \]

and

\[ M(u_i|\varepsilon_i) = \begin{cases} \bar{\mu}_i & \text{if } \bar{\mu}_i \geq 0, \\ 0 & \text{otherwise,} \end{cases} \]

\[ (3.3.24) \]

respectively, either of which can be substituted into equation (3.3.5) to obtain producer-specific estimates of time-invariant technical efficiency.
An alternative estimator is provided by the minimum squared error predictor

\[ E(\exp[-u_i]|x_i) = \frac{1 - \Phi(\frac{\bar{\mu}_i - (\bar{\mu}_i/\sigma_y)}{1 - \Phi(-\bar{\mu}_i/\sigma_y)})}{1 - \Phi(-\bar{\mu}_i/\sigma_y)} \exp\left[-\bar{\mu}_i + \frac{1}{2} \sigma^2_y\right]. \] (3.3.25)

which can also be substituted into equation (3.3.5) to obtain producer-specific estimates of time-invariant technical efficiency.

Notice that all formulas in this section collapse to analogous formulas in Section 3.2.2 if \( T = 1 \).

**Are Results Sensitive to the Method of Estimation?** We have discussed three alternative approaches to the estimation of a production frontier model when panel data are available: a fixed-effects approach based on LSDV, a random-effects approach based on GLS, and a maximum likelihood approach. The three approaches impose different requirements on the data, and they have different properties. Depending on the circumstances, one might have a preference for one approach over the other two. For example, with large \( I \) and small \( T \), or in the presence of time-invariant regressors, a random-effects approach based on GLS is clearly preferred to a fixed-effects approach based on LSDV. And if independence of effects and regressors is a plausible assumption, MLE is generally more efficient than either LSDV or GLS, since it exploits distributional information that the other two do not.

The empirical literature reports several comparisons of the three approaches, and we are interested in whether they generate similar results. On the basis of a series of Monte Carlo experiments, Gong and Sickles (1989) find that the three approaches generate very similar estimates of efficiency, similar in terms of both correlation and rank correlation. This leads them to a preference for the fixed-effects model, due to its relatively weak assumptions and its computational ease. However, they also report the worrying finding that as the complexity of the underlying technology increases, the performance of all three approaches deteriorates. Gathen and Perelman (1992) compare results obtained from the three approaches using European railway data (\( I = 19, T = 28 \)), and report Spearman rank correlations above 0.8. Bauer, Berger, and Humphrey (1993) compare the results obtained from the three approaches using U.S. banking data (\( I = 683, T = 12 \)). They report \( R^2 = 0.89 \) between fixed-effects and random-effects efficiency estimates, but \( R^2 \in (0.38, 0.50) \) between these two estimates and maximum likelihood estimates, presumably because the latter were allowed to be time varying and the former were forced to be time invariant. Bauer and Hancock (1993) compared the three approaches, and four others as well, using U.S. Federal Reserve check processing facilities data (\( I = 47, T = 12 \)). They report a high degree of concordance across the seven approaches, particularly within the top and bottom quartiles. Spearman rank correlation coefficients among the three approaches we have considered were on the range (0.73, 0.99), Kendall rank correlation coefficients were on the range (0.54, 0.94), and all were statistically significant at the 99% level. Finally, Ahmad and Bravo-Ureta (1996) compared a total of 17 fixed-effects and MLE models, using U.S. dairy farm data (\( I = 96, T = 14 \)). For the nine models in which technical efficiency was forced to be time invariant, Spearman rank correlation coefficients were on the range (0.91, 0.99). For the eight models in which technical efficiency was allowed to vary through time, Spearman rank correlation coefficients were on the range (0.85, 0.99). Conflicting evidence no doubt exists, but on the basis of these studies we are inclined to conclude that the three approaches are likely to generate similar efficiency rankings, particularly at the top and the bottom of the distribution, where managerial interest is concentrated.

**Technical Change** A brief concluding observation concerning technical change is warranted. The longer the panel, the less likely it becomes that technology remains constant. This makes it desirable to include time among the regressors as a proxy for technical change, and doing so causes no unusual problems in estimation. Although this practice is commonplace in the estimation of production functions based on panel data, it is relatively uncommon in the estimation of production frontiers using panel data. One possible reason for the fact that this practice is relatively uncommon is that production frontier models based on panel data are making increasing use of time-varying technical efficiency specifications, and it may be difficult to disentangle the separate effects of technical change and technical efficiency change when both effects are proxied by the passage of time. We consider the issue of time-varying technical efficiency in Section 3.3.2, and we return to the issue of incorporating technical change into production frontier models in Chapter 8.
3.3.2 Time-Varying Technical Efficiency

The assumption maintained in Section 3.3.1 that technical efficiency is constant through time is a strong one. Particularly if the operating environment is competitive, it is hard to accept the notion that technical inefficiency remains constant through very many time periods. The longer the panel, the more desirable it is to relax this assumption. It is possible to do so, although at the cost of additional parameters to be estimated. As with the time-invariant technical efficiency model, two approaches to the estimation of a time-varying technical efficiency model have been pursued: an approach in which time-varying technical efficiency is modeled using fixed or random effects and a maximum likelihood approach.

Fixed-Effects Models and Random-Effects Models

Cornwell, Schmidt, and Sickles (CSS) (1990) and Kumbhakar (1990) were perhaps the first to propose a stochastic production frontier panel data model with time-varying technical efficiency. The model with time-invariant technical efficiency given by equation (3.3.1) becomes

\[
\ln y_{it} = \beta_0 + \sum_n \beta_n \ln x_{n,it} + v_i - u_t \\
= \beta_0 + \sum_n \beta_n \ln x_{n,it} + v_{it},
\]

(3.3.26)

where \( \beta_0 \) is the production frontier intercept common to all producers in period \( t \), \( \beta_0 = \beta_0 - u_t \) is the intercept for producer \( i \) in period \( t \), and all other variables are as previously defined.

As in all other models, the first objective is to obtain estimates of the parameters describing the structure of production technology, and the second objective is to obtain producer-specific estimates of technical efficiency. Obviously with an \( I \times T \) panel it is not possible to obtain estimates of all \( I \times T \) intercepts \( \beta_0 \), the \( N \) slope parameters \( \beta_n \), and \( \sigma^2 \). CSS addressed this problem by specifying

\[
\beta_0 = \Omega_{0i} + \Omega_{1i} t + \Omega_{2i} t^2,
\]

(3.3.27)

which reduces the number of intercept parameters to \( I \cdot 3 \). Nonetheless it leaves a lot of parameters to be estimated, particularly if the ratio \( (I/T) \) is large. The ratio of parameters to be estimated to the number of observations is now \( (I \cdot 3 + N + 1)/I \times T \).

This quadratic specification allows technical efficiency to vary through time, and in a different manner for each producer. If \( \Omega_{0i} = \Omega_{1i} = \Omega_{2i} = 0 \) \( \forall i \), this model collapses to the time-invariant technical efficiency model described in equation (3.3.1). If \( \Omega_{0i} = \Omega_{1i} \forall i \) and \( \Omega_{2i} = 0 \) \( \forall i \), this model collapses to a fixed-effects model with producer-specific intercepts \( \Omega_{0i} \) and a quadratic term in time common to all producers given by \( (\Omega_{1i} + \Omega_{2i} t^2) \). One interpretation of this restricted version of the model is that technical efficiency is producer specific and varies through time in the same manner for all producers. An alternative interpretation is that technical efficiency is producer specific and time-invariant, with the quadratic time term capturing the effects of technical change. It is not possible to distinguish between the two scenarios.

CSS describe several estimation strategies, including a fixed-effects approach and a random-effects approach. The fixed-effects approach adopts the following strategy. First, either (i) delete \( u_t \) from equation (3.3.26), estimate the \( \beta \)-s, from the residuals, and regress the residuals on a constant \( t \) and \( t^2 \) to obtain estimates of \( (\Omega_{0i}, \Omega_{1i}, \Omega_{2i}) \) for each producer; or (ii) if \( I/T \) is relatively small, include \( u_{it} \) in equation (3.3.26), estimate the \( \Omega_{0i} \) as coefficients of producer dummies, and estimate the \( \Omega_{1i} \) and \( \Omega_{2i} \) as coefficients of producer dummies interacted with \( t \) and \( t^2 \). Then create estimates of the \( \beta \)-s and define \( \hat{\beta}_0 = \max(\hat{\beta}_0) \) as the estimated intercept of the production frontier in period \( t \). The technical efficiency of each producer in period \( t \) is then estimated as \( T\hat{E}_{it} = \exp(-\hat{u}_{it}) \), where \( \hat{u}_{it} = (\hat{\beta}_0 - \hat{\beta}) \). Thus in each period at least one producer is estimated to be 100% technically efficient, although the identity of the most technically efficient producer(s) can vary through time.

Time-invariant regressors cannot be included in the fixed-effects model with time-varying technical efficiency, for the same reason they cannot be included in the CSS time-varying technical efficiency model. CSS therefore developed a GLS random-effects estimator for their time-varying technical efficiency model that can incorporate time-invariant regressors. For fixed \( T \), GLS remains more efficient than the fixed-effects estimator in the time-varying efficiency context. However since GLS also remains inconsistent if the technical
efficiencies are correlated with the regressors, CSS also developed an efficient instrumental variables (EIV) estimator that is consistent when efficiencies are correlated with regressors and that allows for the inclusion of time-invariant regressors. For both GLS and EIV approaches, estimation of intercepts and efficiencies proceeds as in the fixed-effects approach discussed previously. The only difference is that different sets of residuals are used.

Lee and Schmidt (1993) proposed an alternative formulation in which the $u_t$ in equation (3.3.26) are specified as

$$u_t = \beta(t) u_t,$$

where the function $\beta(t)$ is specified as a set of time dummy variables $\beta_i$. This model, which is reminiscent of the Baltagi and Griffin (1988) formulation of technical change, is in one sense more flexible than the CSS model, since it does not restrict the temporal pattern of the $u_t$ to any parametric form. It is also less flexible than the CSS model in another sense, since it restricts the temporal pattern of the $u_t$ to be the same ($\beta_i$) for all producers. This model is appropriate for short panels, since it requires estimation of $T-1$ additional parameters (the $\beta_i$ less one normalizing condition such as $\beta_1 = 1$). If all $\beta_i = 1$, this model collapses to the time-invariant technical efficiency model given by equation (3.3.1).

Lee and Schmidt considered both fixed-effects and random-effects models within which time-varying technical efficiency can be estimated. In both approaches the $\beta_i$s are treated as the coefficients of the (fixed or random) effects $u_i$. Once the $\beta_i$s and the $u_i$ are estimated,

$$u_0 = \max_i \{ \hat{\beta}_i \hat{u}_{it} \} - \langle \hat{\beta}_i \hat{u}_{it} \rangle,$$

from which $T_{E_{it}} = \exp[-\hat{u}_{it}]$ can be calculated. A generalized method of moments approach to the estimation of the Lee and Schmidt model has been developed by Ahn, Lee, and Schmidt (1994).

**Maximum Likelihood** If independence and distributional assumptions are tenable, it is also possible to use maximum likelihood techniques to estimate the time-varying technical efficiency model. We begin with the production frontier model (3.2.26) with $u_t = \beta u_t$, where $v_t \sim iid N(0, \sigma^2_v)$ and $u_t \sim iid N(0, \sigma^2_u)$. Defining $e_t = v_t - u_t = v_t - \beta u_t$ and $e_i = (e_{i1}, \ldots, e_{iT})'$, it follows that

$$f(e_i) = \int_{0}^\infty f(e_i, u_i) du_i$$

$$= \int_{0}^\infty \prod_i f(e_{it} - \beta_i u_{it}) f(u_{it}) du_{it}$$

$$= \frac{2}{(2\pi)^{(T-1)/2} \sigma^2 \sigma^2_u} \exp \left[ -\frac{1}{2} \frac{\sum_i (e_{it} - \beta_i u_{it})^2 + u_{it}^2}{\sigma^2 + \sigma^2_u} \right]$$

$$= \frac{2 \sigma_u}{(2\pi)^{T/2} \sigma^2 \sigma^2_u} \exp \left[ -\frac{1}{2} a_{w_i} \right] \int_{0}^\infty \frac{1}{\sqrt{2\pi \sigma^2_u}} \exp \left[ -\frac{1}{2} \frac{(u_{it} - \mu_{w_i})^2}{\sigma^2_u} \right] du_{it}$$

$$(3.3.30)$$

where

$$\int_{0}^\infty \frac{1}{\sqrt{2\pi \sigma^2_u}} \exp \left[ -\frac{1}{2} \frac{(u_{it} - \mu_{w_i})^2}{\sigma^2_u} \right] du_{it} = 1 - \Phi \left( -\frac{\mu_{w_i}}{\sigma^2_u} \right)$$

$$\mu_{w_i} = \frac{(\Sigma_i \beta_i e_i) \sigma^2_u}{(\sigma^2 + \sigma^2_u \Sigma \beta_i^2)}$$

$$\sigma^2 = \frac{\sigma^2}{\sigma^2 + \sigma^2_u \Sigma \beta_i^2}$$

$$a_{w_i} = \frac{1}{\sigma^2_u} \left[ \sum_i e_{it}^2 - \frac{\sigma^2 (\Sigma_i \beta_i e_i)^2}{\sigma^2 + \sigma^2_u \Sigma \beta_i^2} \right]$$

The log likelihood function is

$$\ln L = \text{constant} - \frac{1}{2} \ln \sigma^2_u - \frac{1}{2} \sum_i a_{w_i} - I(T) \frac{1}{2} \ln \sigma^2_u$$

$$- \frac{1}{2} \ln \sigma^2_u + \sum_i \left[ 1 - \Phi \left( -\frac{\mu_{w_i}}{\sigma^2_u} \right) \right]$$

$$= \ln L + \sum_i \left[ 1 - \Phi \left( -\frac{\mu_{w_i}}{\sigma^2_u} \right) \right]$$

which can be maximized to obtain maximum likelihood estimates of $\beta$, $\beta_i$, $\sigma^2$, and $\sigma^2_u$.

From the derivation of the log likelihood function it is easy to show that $u_t e_i \sim N(\mu_{w_i}, \sigma^2_u)$. An estimator for $u_t$ can be obtained from the mean or the mode of $u_t e_i$, which are given by

$$E(u_t | e_i) = \mu_{w_i} + \sigma^2 \Phi \left( -\frac{\mu_{w_i}}{\sigma^2_u} \right)$$

$$M(u_t | e_i) = \begin{cases} \mu_{w_i} & \text{if } \sum_i \beta_i e_i \geq 0, \\ 0 & \text{otherwise.} \end{cases}$$

$$(3.3.32)$$
Once \( u_t \) has been estimated, \( u_t \) can be estimated from \( \hat{u}_t = \hat{u}_t \cdot \hat{\beta}_t \), where \( \hat{u}_t \) is either \( E(u_t | e_t) \) or \( M(u_t | e_t) \) and the \( \hat{\beta}_t \) are maximum likelihood estimates of \( \beta, t = 1, \ldots, T \), subject to a normalization such as \( \beta_1 = 1 \) or \( \beta_T = 1 \). The minimum squared error predictor of technical efficiency is

\[
E(\exp\{-u_t\} | e_t) = E(\exp\{-u_t \cdot \beta_t\} | e_t) = \frac{1 - \Phi(\beta_t \cdot \mu_{e_t} - \mu_{\mu_e} / \sigma_e)}{1 - \phi(-\mu_{\mu_e} / \sigma_e)} \cdot \exp\{-\beta_t \cdot \mu_{\mu_e} + \frac{1}{2} \beta_t^2 \cdot \sigma_e^2\}. \tag{3.333}
\]

Two special cases of the preceding model have been considered in the literature. Kumbhakar (1990) specified \( \beta(t) \) as the following parametric function of time:

\[
\beta(t) = [1 + \exp\{\gamma t + \delta^2\}]^{-1}. \tag{3.344}
\]

The Kumbhakar model contains two additional parameters to be estimated, \( \gamma \) and \( \delta \), whereas the CSS model contains \( I - 3 \) additional parameters and the Lee and Schmidt model contains \( (T - 1) \) additional parameters. The function \( \beta(t) \) satisfies the properties (i) \( 0 \leq \beta(t) \leq 1 \) and (ii) \( \beta(t) \) can be monotonically increasing or decreasing, and concave or convex, depending on the signs and magnitudes of the two parameters \( \gamma \) and \( \delta \). The hypothesis of time-invariant technical efficiency can be tested by testing the hypothesis that \( \gamma = \delta = 0 \), in which case \( \beta(t) = 1/2 \). Kumbhakar proposed maximum likelihood techniques to estimate the model given by equations (3.326), (3.328), and (3.344). Apart from the two additional parameters to be estimated, both the distributional assumptions on \( v_v \) and \( u_t \) and the estimation procedure are the same as in the time-invariant maximum likelihood procedure discussed in Section 3.3.1.

An alternative time-varying technical efficiency model was proposed by Battese and Coelli (1992). Their model consists of equations (3.326) and (3.328) with

\[
\beta(t) = \exp\{-\gamma(t - T)\}, \tag{3.355}
\]

which has only one additional parameter \( \gamma \) to be estimated. The function \( \beta(t) \) satisfies the properties (i) \( \beta(t) \geq 0 \) and (ii) \( \beta(t) \) decreases at an increasing rate if \( \gamma > 0 \), increases at an increasing rate if \( \gamma < 0 \), or remains constant if \( \gamma = 0 \). Battese and Coelli then proceeded to make

distributional assumptions (normal for \( v_v \) and truncated normal for \( u_t \)) and used maximum likelihood to obtain estimates of all parameters in the model. The log likelihood function and its partial derivatives are provided in their paper. Based on these distributional assumptions, Battese and Coelli showed that \( u_t | e_t \sim \text{iid } \mathcal{N}(\mu_{\mu_e}, \sigma_e^2) \), where \( e_t = v_t - \beta \cdot u_t \) and

\[
\mu_{\mu_e} = \frac{\mu_{v_t} - \beta_0 \cdot \sigma_{\mu_v}}{\sigma_e^2 + \beta^2 \sigma_{\mu_v}^2},
\sigma_e^2 = \frac{\sigma_{\mu_v}^2}{\sigma_e^2 + \beta^2 \sigma_{\mu_v}^2},
\beta^* = (\beta(1), \ldots, \beta(T)).
\]

Notice that if technical efficiency is time invariant, \( \gamma = 0 \Rightarrow \beta(t) = 1 \) and \( \beta^* = T \), and the expressions for \( \mu_{\mu_e} \) and \( \sigma_e^2 \) collapse to their time-invariant versions given beneath equation (3.314).

The minimum mean squared error predictor of technical efficiency is

\[
E(\exp\{-u_t\} | e_t) = E(\exp\{\beta(t) \cdot u_t\} | e_t) = \frac{1 - \Phi(\beta(t) \cdot \mu_{\mu_e} - \mu_{\mu_e} / \sigma_e)}{1 - \phi(-\mu_{\mu_e} / \sigma_e)} \cdot \exp\{-\beta(t) \cdot \mu_{\mu_e} + \frac{1}{2} \beta(t)^2 \cdot \sigma_e^2\}. \tag{3.336}
\]

**Method of Moments** It is also possible to estimate the production frontier model given in equations (3.326) and (3.328) using a method of moments approach. We begin by rewriting equation (3.326) as

\[
\ln y_u = \beta_0 - \beta_1 \cdot \sqrt{2 / \pi} \cdot \sigma_{\mu_v} + \sum_n \beta_n \ln x_{nit} + v_t - (u_t - E(u_t)) \]

\[
= \beta^* + \sum_n \beta_n \ln x_{nit} + v_t - u_t^*, \tag{3.377}
\]

where \( u_t = u_t - \beta_1 \cdot \sqrt{2 / \pi} \cdot \sigma_{\mu_v} \). In the first step OLS is performed on equation (3.377) with time dummies added. The
coefficients of the time dummies are the $\beta_\tau$s. In the second step the residuals of the first-step OLS regression (which are estimates of $\varepsilon^*_n = v_n - u^*_n$) are used to compute third moments for each $t$. These are given by $m_{3t} = \beta_t^3 E(u_t - E(u_t))^3 = \beta_t^3 \sigma_\nu^3 \left[ \sqrt{2/\pi} (1 - 4/\pi) \right]$, from which

$$\beta_t \sigma_\nu = \left[ \frac{m_{3t}}{\sqrt{2/\pi} \left( 1 - 4/\pi \right)} \right]^{1/3}, \quad t = 1, \ldots, T.$$  \hspace{1cm} (3.3.38)

The normalization $\beta_t = 1$ allows one to obtain estimates of $\sigma_\nu$ and $\beta_t$, $t = 2, \ldots, T$, from equation (3.3.38). An estimate of $\beta_\nu$ can be obtained from $\hat{\beta}_\nu = (1/T) \sum \beta_t^3 + \hat{\beta}_\nu \sqrt{2/\pi}$. In the third step $\sigma_\nu^2$ is estimated. Since the variance of $\epsilon_t^*$ is $\sigma_\nu^2 + \beta_t^3 \sigma_\nu^2 (1 - 2/\pi)$, $\sigma_\nu^2$ can be estimated as

$$\sigma_\nu^2 = \frac{1}{I - T} \sum_i \sum_t \hat{\epsilon}_{it}^2 \frac{1}{T} \sum_t \hat{\beta}_t^3.$$  \hspace{1cm} (3.3.39)

In the fourth step the estimated values of $\beta_t$, $\beta_\nu$, $\sigma_\nu^2$, and $\sigma_\nu^2$ are used to obtain estimates of $u_t$ from either $E(u_t | e_t)$ or $M(u_t | e_t)$. Estimates of $u_n$ are then obtained from $\hat{u}_n = E(u_t | e_t) \hat{\beta}_t$ or $\hat{u}_n = M(u_t | e_t) \hat{\beta}_t$. One can also calculate the minimum mean squared error predictor $E(\exp[-u_n] | e_t)$ using equation (3.3.36).

Still another specification of the time-varying technical efficiency model given by equation (3.3.26) was proposed by Kumbhakar and Hjalmarsson (1993). In their model $u_t$ in equation (3.3.26) is broken down into two components: a producer-specific component capturing producer heterogeneity (due perhaps to omitted time-invariant inputs) and a producer- and time-specific component representing technical inefficiency. Thus equation (3.3.28) is replaced by

$$u_t = \tau_t + \xi_t,$$  \hspace{1cm} (3.3.40)

where the technical inefficiency component $\xi_t$ is assumed to be distributed as $N^*(0, \sigma_\xi^2)$. Since $\xi_t$ is nonnegative, its parameter can be separately identified from that of $v_n$, which is assumed to be distributed as $N(0, \sigma_\nu^2)$. The producer-specific error components $\tau_t$ are also identified, since they are time-invariant (fixed or random) effects. Estimation of this model proceeds in two steps. In the first step either a fixed-effects model or a random-effects model is used to obtain esti-

mates of all parameters but $(\beta_t + \tau_t)$ and the parameters associated with $\xi_t$ and $v_n$. The first step does not impose distributional assumptions on the error components. In the second step distributional assumptions are imposed on $\xi_t$ and $v_n$, and the fixed effects ($\beta_t + \tau_t$) and the parameters associated with $\xi_t$ and $v_n$ are estimated by conditional (on the first-stage parameter estimates) maximum likelihood.

The virtue of this approach is that it avoids imposing distributional assumptions until the second step. The problem with this approach is that any time-invariant component of technical inefficiency is captured by the fixed effects, rather than by the one-sided error component, where it belongs. This issue is discussed by Heshmati and Kumbhakar (1994) and Kumbhakar and Heshmati (1995).

Just as long panels make a time-varying specification of technical efficiency desirable, they also make it desirable to allow for technical change. A time indicator can be included among the regressors in a time-varying technical efficiency model, just as it can in a time-invariant technical efficiency model, enabling one to disentangle the effect of technical change from that of technical efficiency change. This has been accomplished analytically by Kumbhakar (1990), and implemented empirically by Battese and Coelli (1992) and many others.

### 3.4 STOCHASTIC PRODUCTION FRONTIER MODELS WITH HETEROSEDASTICITY

In a classical linear regression model it is typically assumed that the error term is homoskedastic, that is, has constant variance. However in many cases the error term may be heteroskedastic, with variance positively correlated with size-related characteristics of the observations. In this context the consequences of heteroskedasticity are not particularly severe; estimators are unbiased and consistent, although they are not efficient.

The heteroskedasticity problem is potentially more severe in a stochastic production frontier context. Heteroskedasticity can appear in either error component, and it can affect inferences concerning production technology parameters, as well as the parameters of either
error component. Consequently it can affect inferences concerning technical efficiency. In this section we consider the effects of heteroskedasticity in a stochastic production frontier context. We consider cross-sectional models in Section 3.4.1, and we turn to panel data models in Sections 3.4.2 and 3.4.3.

3.4.1 Heteroskedastic Cross-Sectional Models

Among the assumptions underlying the stochastic production frontier model discussed in Section 3.2.2 is that of homoskedasticity of both error components. But the symmetric noise error component might be heteroskedastic if the sources of noise vary with the size of producers. And the one-sided technical inefficiency error component might be heteroskedastic if, as some suspect, the sources of inefficiency vary with the size of producers. It is therefore desirable to investigate the consequences of heteroskedasticity in either error component. Since the composed error is asymmetric, we have reason to believe that the consequences of heteroskedasticity, especially in the one-sided inefficiency error component, will differ from its consequences in a classical linear regression model. Heteroskedasticity in the one-sided technical inefficiency error component has been analyzed by Caudill and Ford (1993) and Caudill, Ford, and Gropper (1995). Here we consider heteroskedasticity in either or both of the two error components.

ν Is Heteroskedastic If heteroskedasticity appears in the symmetric noise error component, we still obtain unbiased estimates of all parameters describing the structure of the production frontier [except for the intercept, since \( E(\nu) \neq 0 \)], even if heteroskedasticity is ignored. To see this, let the stochastic production frontier model be

\[
\ln y_i = \beta_0 + \sum \beta_n \ln x_{ni} + \nu_i - u_i,
\]

(3.4.1)

and if we assume that \( \nu_i \sim N(0, \sigma^2) \) and \( u_i \sim N(0, \sigma_u^2) \), we have

\[
E(\ln y_i) = [\beta_0 - \sqrt{2/\pi} \sigma] + \sum \beta_n \ln x_{ni}.
\]

(3.4.2)

Thus heteroskedasticity in \( \nu \) generates unbiased estimates of the \( \beta_n \)s and a downward-biased estimate of \( \beta_0 \), exactly as in the homoskedastic case. However the bias in the estimated intercept can be corrected once \( \sigma_u \) is estimated.

The effect of heteroskedasticity in \( \nu \) on maximum likelihood estimates of technical efficiency is not so benign. To examine this effect, we base our estimate of technical efficiency on the conditional mode \( M(u|\nu) \). The analysis would be structurally similar, but analytically more complicated, if we based our estimate of technical efficiency on the conditional mean. In the presence of heteroskedasticity in \( \nu \), equation (3.2.29) becomes

\[
M(u|\nu) = \begin{cases} 
-\nu_i \left[ \frac{1}{1+\sigma_\nu^2/\sigma^2_u} \right] & \text{if } \nu_i \leq 0, \\
0 & \text{otherwise.}
\end{cases} 
\]

(3.4.3)

In contrast to the homoskedastic version of equation (3.4.3) given in equation (3.2.29), there are now two sources of variation in estimated technical efficiency. The first is the residual itself. The second is the weight attached to the residual, which now has a noise component with nonconstant variance. Thus if two producers have the same residual, their estimated technical efficiency will still differ unless they also have the same noise component variance. In the likely event that \( \sigma_u^2 \) varies directly with the size of producers (as measured, say, by their output), then an unwarranted assumption of homoskedasticity causes a downward bias in \( M(u|\nu) \) for relatively small producers and an upward bias in \( M(u|\nu) \) for relatively large producers. This in turn causes estimates of technical efficiency to be biased upward for relatively small producers and to be biased downward for relatively large producers, since heteroskedasticity is improperly attributed to technical inefficiency.

When only cross-sectional data are available, it is of course not possible to estimate a full set of producer-specific variance parameters \( \sigma^2 \), in addition to the other parameters \( \sigma_u^2 \) and \( \beta \) common to all producers. Thus a model incorporating heteroskedasticity in \( \nu \) must conserve on parameters by expressing \( \sigma^2_u \) as a function of a vector of producer-specific size-related variables \( z_i \), such as \( \sigma^2_u = g_i(z_i; \delta_i) \). Such a model can be estimated using either maximum likelihood techniques or a method of moments approach, each of which generalizes material introduced in Section 3.2.2.

Maximum likelihood estimation of the model given in equations
(3.4.1) and (3.4.2) is based on the distributional assumptions \( v_i \sim N(0, \sigma_v^2) \) with \( \sigma_v^2 = g_i(z_i; \delta_i) \), and \( u_i \sim \text{iid } N(0, \sigma_u^2) \). Following the procedures outlined in Section 3.2.2, the log likelihood function in equation (3.2.26) can be generalized in the case in which \( v \) is heteroskedastic to

\[
\ln L = \text{constant} - \frac{1}{2} \sum_i \ln[g_i(z_i; \delta_i) + \sigma_v^2] + \sum_i \ln \Phi \left( \frac{\epsilon_i}{\sigma_i} \right) - \frac{1}{2} \sum_i \frac{\epsilon_i^2}{\sigma_i^2},
\] (3.4.4)

where

\[
\sigma_i^2 = \sigma_v^2 + \sigma_u^2 = \sigma_v^2 + g_i(z_i; \delta_i),
\]

\[
\lambda_i = \frac{\sigma_u}{\sigma_i} = \frac{\sigma_u}{\sqrt{g_i(z_i; \delta_i)}}.
\]

The log likelihood function can be maximized to obtain estimates of \( \beta, \sigma_u, \) and \( \delta_i \). The estimate of \( \delta_i \) can then be used to obtain estimates of \( \sigma_u^2 \) by means of \( \hat{\sigma}_u^2 = g_i(z_i; \hat{\delta}_i) \), which can be substituted with \( \hat{\sigma}_u^2 \) into equation (3.4.3), which is then substituted into equation (3.3.5) to obtain estimates of the technical efficiency of each producer.

A method of moments approach to estimation of the model given in equation (3.4.1) consists of three steps. In the first step, equation (3.4.1) is estimated by OLS to obtain residuals \( \hat{\epsilon}_i \). Since \( \hat{\epsilon}_i \) serves as a proxy for \( [v_i - (u_i - E(u_i))] \), we use the third moment \( m_3 \) of \( \hat{\epsilon}_i \) to estimate \( \sigma_v^2 \) as in equation (3.2.63). The second step utilizes the fact that \( \text{Var}[v_i - (u_i - E(u_i))] = \sigma_v^2 + [(\pi - 2)/\pi] \sigma_u^2 = g_i(z_i; \delta_i) + [(\pi - 2)/\pi] \sigma_u^2 \). We then regress \( [\hat{\epsilon}_i^2 - ((\pi - 2)/\pi) \hat{\sigma}_u^2] \) on \( g_i(z_i; \delta_i) \) to obtain a consistent estimate of \( \delta_i \). The third step is optional. Using the estimated values of \( \hat{\delta}_i = g_i(z_i; \hat{\delta}_i) \) and \( \hat{\sigma}_u^2 \), it is possible to improve the estimates of \( \beta \) obtained in the first step by performing GLS/weighted least squares. These GLS estimates of \( \beta \) can be reused in the second step to replace the OLS residuals \( \hat{\epsilon}_i \) with the GLS residuals \( \hat{\epsilon}_i \) in the regression to estimate \( \delta_i \).

**u Is Heteroskedastic** If there are producer-specific factors that influence technical efficiency, then their effect will show up as producer-specific parameters of the distribution of \( u \). This makes matters worse than when heteroskedasticity appears in the symmetric noise error component \( v \). In this case both the estimates of the parameters describing the structure of the production frontier and the estimates of technical efficiency will be adversely affected by neglected heteroskedasticity. To see this, suppose that the variance of \( u \) is producer specific, and consider as before the normal–half normal model. Then equation (3.4.2) becomes

\[
E(\ln y_i) = \left[ \beta_0 - \frac{2}{\sqrt{\pi}} \sigma_u \right] + \sum_n \beta_n \ln x_{ni}.
\] (3.4.5)

Thus heteroskedasticity in \( u \) generates producer-specific intercepts, estimates of which are biased if heteroskedasticity is ignored. Consequently estimates of the remaining technology parameters are also biased by the neglect of heteroskedasticity.

The effect of heteroskedasticity in \( u \) on estimates of technical efficiency is determined by substituting \( \sigma_u^2 \) into \( M(u, \epsilon_i) \) to obtain

\[
M(u_i | \epsilon_i) = \begin{cases} 
\frac{1}{1 + \sigma_u^2 / \sigma_i^2} & \text{if } \epsilon_i, \leq 0, \\
0 & \text{otherwise}.
\end{cases}
\] (3.4.6)

Once again, estimates of technical efficiency have two sources of variation. As before, one is the residual, and the other is the weight attached to the residual, but this time variation in the weight is attributed to heteroskedasticity in \( u \). If heteroskedasticity in \( u \) varies directly with producer size, then its neglect causes an upward bias in the estimate of \( M(u_i | \epsilon_i) \) for relatively small producers and a downward bias in the estimate of \( M(u_i | \epsilon_i) \) for relatively large producers. This in turn causes estimates of the technical efficiency of relatively small producers to be biased downward and estimates of the technical efficiency of relatively large producers to be biased upward. Thus the effect of neglected heteroskedasticity in \( u \) is in the opposite direction as the effect of neglected heteroskedasticity in \( v \).

Of course it is not possible to estimate \( \sigma_u^2 \) for each producer in a single cross section, and so \( \sigma_u^2 \) must be expressed as a function of producer-specific variables \( z_i \) and estimated by generalizing the maximum likelihood techniques developed in Section 3.2.2. We make the distributional assumptions \( u_i \sim N(0, \sigma_u^2) \) with \( \sigma_u^2 = g_i(z_i; \delta_i) \) and \( v_i \sim \text{iid } N(0, \sigma_v^2) \). The log likelihood function for the model in which \( u \) is heteroskedastic is
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\[ \ln L = \text{constant} - \frac{1}{2} \sum \ln \left[ g_2(z_i; \delta_2) + \sigma_i^2 \right] \]

\[ + \sum \ln \Phi \left( -\frac{e_i}{\lambda_i} \right) - \frac{1}{2} \sum \frac{e_i^2}{\sigma_i^2}, \]

(3.4.7)

where

\[ \sigma_i^2 = \sigma_u^2 + \sigma_\nu^2 = \sigma_u^2 + g_2(z; \delta_2), \]

\[ \lambda_i = \frac{\sigma_{\nu i}}{\sigma_\nu} = \frac{\sqrt{g_2(z; \delta_2)}}{\sigma_\nu}. \]

The log likelihood function can be maximized to obtain estimates of \( \beta, \sigma_u^2, \) and \( \delta_2. \) An estimate of \( \sigma_{\nu i}^2 \) can then be obtained from \( \delta_2^2 = g_2(z; \delta_2). \) After estimation, estimated values of \( \sigma_u^2 \) and \( \sigma_{\nu i}^2 \) can be substituted into equation (3.4.6), which is then substituted into equation (3.3.5), to obtain unbiased estimates of the technical efficiency of each producer.

In order to implement the maximum likelihood procedure, a parametric specification for \( g_2(z; \delta_2) \) must be supplied, and a few specifications have been proposed in the literature. Reitschneider and Stevenson (1991) suggested the additive formulation \( \sigma_{\nu i}^2 = \sigma_\nu^2 + g(z; \gamma) \) with \( g(z; \gamma) \geq 0, \) but they did not estimate such a model. Simar, Lovell, and Vanden Eeckaut (1994) proposed the specification \( u_i = \exp[\gamma z_i] \cdot \eta_i, \) where the \( \eta_i \) are iid with \( \eta_i \geq 0, E(\eta_i) = 1, \sigma_{\nu i}^2 = \sigma_\nu^2; \) it follows that \( E(u_i) = \exp[\gamma z_i] \geq 0 \) as required and that \( \sigma_{\nu i}^2 \) has the multiplicative form \( \sigma_{\nu i}^2 = \exp[2\gamma z_i] \cdot \sigma_\nu^2. \) They showed how to estimate such a model by nonlinear least squares and by maximum likelihood, although they did not implement their model empirically. Caudill, Ford, and Gropper independently developed and estimated (by MLE) the same multiplicative model, and performed a likelihood ratio test of the homoskedasticity restriction.

When \( \nu \) is heteroskedastic estimation by maximum likelihood is the only option, because the method of moments approach does not work. The first-step OLS regression is

\[ \ln y_i = \beta_{su} + \sum_{n} \beta_n \ln x_{ni} + v_i - (u_i - E(u_i)), \]

(3.4.8)

where \( \beta_{su} = \beta_u - E(u_i) = \beta_u - \sqrt{2\pi} g_2(z; \delta_2). \) The intercept is now producer specific, and nonlinear in the parameters \( \beta_u \) and \( \delta_2. \) Consequently OLS produces biased estimates of all first-step parameters. There is also a difficulty with the second-step regression used to estimate \( \delta_2. \) If \( e_i^2 \) is regressed on \( [\sigma_i^2 + (\pi - 2)/\pi] g_2(z; \delta_2)], \) which is the variance of \( [v_i - (u_i - E(u_i))], \sigma_i^2 \) cannot be separated from \( g_2(z; \delta_2) \) if \( g_2(z; \delta_2) \) contains an intercept term. Neither of these difficulties arises when \( \nu \) is heteroskedastic.

Both \( \nu \) and \( \nu \) Are Heteroskedastic This model is a straightforward combination of the two models just described. We have seen that maximum likelihood estimates of the parameters describing the structure of the production frontier are biased by the neglect of heteroskedasticity in \( \nu, \) and that maximum likelihood estimates of technical efficiency are biased by the neglect of heteroskedasticity in either \( \nu \) or \( \nu. \) The effect of heteroskedasticity in both \( \nu \) and \( \nu \) on maximum likelihood estimates of technical efficiency can be seen by assuming a normal–half normal model and using the conditional mode to generate

\[ M(u_i | \epsilon_i) = \begin{cases} -\epsilon_i & \text{if } \epsilon_i \leq 0, \\ 0 & \text{otherwise.} \end{cases} \]

Thus the bias in estimated values of \( M(u_i | \epsilon_i) \) depends on the variance ratio \( (\sigma_u^2/\sigma_{\nu i}^2). \) Only if \( (\sigma_u^2/\sigma_{\nu i}^2) \) is constant across producers are estimates of \( M(u_i | \epsilon_i) \) unbiased when based on the assumption of homoskedasticity. In the absence of constancy, the use of equation (3.4.9) requires that producer-specific estimates of both variance components be obtained using maximum likelihood techniques. Once again estimation by maximum likelihood is the only option, since the method of moments approach does not work when \( \nu \) is heteroskedastic, it does not work when both \( \nu \) and \( \nu \) are heteroskedastic.

We make the distributional assumptions \( v_i \sim N(0, \sigma_v^2), \) with \( \sigma_v^2 = g_2(z; \delta_2) \) and \( u_i \sim N^*(0, \sigma_u^2) \) with \( \sigma_u^2 = g_2(z; \delta_2). \) The log likelihood function is

\[ \ln L = \text{constant} - \frac{1}{2} \sum g_2(z; \delta_2) + g_2(z; \delta_2) \]

\[ + \sum \ln \Phi \left( -\frac{e_i}{\lambda_i} \right) - \frac{1}{2} \sum \frac{e_i^2}{\sigma_i^2}, \]

(3.4.10)
where

\[ \sigma^2 = \sigma^2 + \sigma^2_{\varepsilon_\nu} = g_1(z; \delta_1) + g_2(z; \delta_2), \]

\[ \lambda_i = \frac{\sigma^2_{\nu}}{g_1(z; \delta_2)} \]

The log likelihood function can be maximized to obtain estimates of \( \beta, \delta_1, \) and \( \delta_2. \) This provides estimates of the two functions \( g_1(z; \delta_1) \) and \( g_2(z; \delta_2), \) which can be substituted into equation (3.4.9), which in turn can be substituted into equation (3.3.5) to obtain producer-specific estimates of technical efficiency.

From the three cases just discussed, it follows that (i) unmodeled heteroskedasticity in \( v \) does not lead to bias in estimates of parameters describing the structure of the production frontier, although it does lead to bias in estimates of technical efficiency; (ii) ignoring heteroskedasticity in \( u \) has more serious consequences, since it causes bias in both estimates of the parameters describing the structure of the production frontier and estimates of technical efficiency; and (iii) unmodeled heteroskedasticity in both error components causes biases in opposite directions, so that heteroskedasticity occurs in both error components there is hope that the overall bias may be small.

From an empirical standpoint, the proper procedure is to start with a model that incorporates heteroskedasticity in both error components by means of the functions \( g_1(z; \delta_1) \) and \( g_2(z; \delta_2) \), and to test the homoskedasticity restrictions that \( \delta_1 = 0 \) and/or \( \delta_2 = 0. \) However a potential problem is that the results might be sensitive to the arguments and functional forms of the two heteroskedasticity relationships, and there is no way of getting around this problem in a cross-sectional model.

### 3.4.2 Heteroskedastic Panel Data Models with Time-Invariant Technical Efficiency

As in cross-sectional models, three possibilities exist: heteroskedasticity can appear in either or both of the error components. We consider each of these possibilities in turn.

**v Is Heteroskedastic** Consider the simple panel data production frontier model with time-invariant technical efficiency given by

\[ \ln y_{i\nu} = \beta_0 + \sum_{n} \beta_n \ln x_{n\nu} + v_{i\nu} - u_{i\nu}. \]  

If we consider a fixed-effects approach, the only way to introduce heteroskedasticity into the model is through the \( v_{i\nu} \). If we assume that the \( v_{i\nu} \) are iid \((0, \sigma^2_v)\) and that the \( u_{i\nu} \geq 0, \) an LSDV estimator gives unbiased estimates of \( \beta_{ni} = (\beta_0 - u_{i\nu}) \) and the \( \beta_{ni}s \) as in the homoskedastic case discussed in Section 3.3.1. A consistent \((m = I \text{ and } T)\) estimator for \( u_{i\nu} \) is provided by \( \hat{u}_{i\nu} = \max\{\hat{\beta}_{ni}, 0\} - \hat{\beta}_{ni}. \) Thus neglecting heteroskedasticity in the noise component of the fixed-effects model does not create a serious problem; all production frontier parameters and producer-specific technical efficiency are consistently estimated.

An alternative to the LSDV approach that accounts for heteroskedasticity in \( v \) is the GLS approach, which does not require distributional assumptions on either error component, and which is more efficient than LSDV. To implement the GLS procedure, we assume that \( v_{i\nu} \sim (0, \sigma^2_v) \) and \( u_{i\nu} \sim \text{iid } (0, \sigma^2_u) \) with \( u_{i\nu} \geq 0. \) The model can then be written as in equation (3.3.7), which looks like a standard panel data model with the exception that \( v \) is heteroskedastic across producers. The most efficient estimator in this context is GLS, which can be implemented if \( \sigma^2_v \) and \( \sigma^2_u \) are either known or can be estimated. In the present case \( \sigma^2_v \) can be estimated from the residuals of a within-transformed model (which is equivalent to LSDV) by means of \( \tilde{\sigma}^2_v = (1/T) \Sigma_{\nu=1}^T \tilde{e}_{i\nu}^2, \) where the \( \tilde{e}_{i\nu} \) are the residuals of the within-transformed model. An estimate of the variance of \( u \) can then be obtained from the residuals in equation (3.4.11) using the within estimates of the \( \beta_{ni}s. \) Once the \( \sigma^2_v \) and the variance of \( u \) have been estimated, the model in equation (3.3.7) can be estimated using GLS. The resulting GLS estimates of \( \beta \) can then be used to estimate \( \hat{u}_{i\nu} = \max\{\tilde{\beta}_{ni} - \tilde{\beta}_{ni} - \tilde{e}_{i\nu}, 0\} = \max\{\tilde{\beta}_{ni} - \tilde{\beta}_{ni} - \tilde{e}_{i\nu}, 0\}. \)

Thus the consistency of estimates of parameters describing the structure of the production frontier and of the technical efficiency of each producer are preserved (as \( I \to \infty \) and \( T \to \infty \)) under both fixed-effects and random-effects approaches. Heteroskedasticity in \( v \) causes much less serious problems in a panel data context than in a cross-sectional context.
It is also possible to make distributional assumptions and estimate the model using maximum likelihood techniques or a method of moments approach. If we assume that \( v_{it} \sim N(0, \sigma_{v_i}^2) \) and that \( u_{it} \sim N^*(0, \sigma_u^2) \), the log likelihood function becomes

\[
\ln L = \text{constant} - \frac{T-1}{2} \sum \ln \sigma_{v_i}^2 - \frac{1}{2} \sum \ln (\sigma_u^2 + T \sigma_{v_i}^2) \\
+ \sum \ln \left[ 1 - \Phi \left( \frac{\mu_{si} - \bar{v}_{si}}{\sigma_{v_i}} \right) \right] - \frac{1}{2} \sum \frac{e_{si}^2}{\sigma_{v_i}^2} \\
+ \frac{1}{2} \sum \frac{(\mu_{si} - \bar{v}_{si})^2}{\sigma_{v_i}^2},
\]

(3.4.12)

where

\[
\mu_{si} = \frac{-T \bar{e}_i \sigma_u}{\sigma_{v_i} (\sigma_u^2 + T \sigma_{v_i}^2)^{1/2}}.
\]

The parameters to be estimated are \((I + N + 2)\) in number, \(\beta, \sigma_u^2,\) and \(\sigma_{v_i}^2, i = 1, \ldots, I\). Consequently maximum likelihood is impractical unless \(T\) is large relative to \(I\). If maximum likelihood estimates can be obtained, however, then estimates of producer-specific technical inefficiency can be obtained from equation (3.3.18) or (3.3.19), and estimates of producer-specific technical efficiency can be obtained from equation (3.3.20).

A method of moments approach is more likely to be practical than a maximum likelihood approach. In the first step we perform OLS and then use equation (3.2.63) to obtain an estimate of \(\sigma_u^2\) from the third moment of the OLS residuals. In the second step we estimate the within-transformed model given in equation (3.3.7) to obtain estimates of the \(\sigma_{v_i}^2\) by means of \(\hat{\sigma}_{v_i}^2 = (1/T) \Sigma \hat{e}_{si}^2\), where the \(\hat{e}_{si}\) are residuals of the within-transformed model. To improve the on the within estimators of the \(\beta_s\), we make the heteroskedasticity correction (using GLS/weighted least squares) on the within-transformed model. We then recalculate the residuals of the within-transformed model using the GLS \(\beta_s\) and reestimate the \(\sigma_{v_i}^2\). In the third step we substitute the estimates of \(\sigma_u^2\) and the \(\sigma_{v_i}^2\) into equation (3.3.18) or (3.3.19) to obtain producer-specific estimates of \(u_{it}\), and then we substitute these estimates into equation (3.3.20) to obtain producer-specific estimates of technical efficiency.

**u is Heteroskedastic** This specification precludes the use of a fixed-effects model, since the \(u_{it}\) cannot be fixed and heteroskedastic. A random-effects approach is also impractical. To see why, suppose that \(u_{it} - (0, \sigma_u^2)\) with \(u_{it} \geq 0\) and \(v_{it} - \text{IID}(0, \sigma_v^2)\) and consider equation (3.3.7). Since \(u_{it} \geq 0, E(u_{it})\) depends on its variance, which is not a constant. Consequently the intercept term \([\beta_0 - E(u_{it})]\) is firm specific, the form of which depends on the distribution of \(u_{it}\). Its parameters are \(\beta_0,\) and \(\sigma_{u}^2, i = 1, \ldots, I, \sigma_{v_i}^2\) also appears in the variance–covariance matrix of \((v_{it} - u_{it})\). Thus OLS with a constant intercept generates biased and inconsistent parameter estimates (as the method of moments approach does in a cross-sectional model). Consequently GLS cannot be performed because it requires prior estimates of \(\sigma_u^2\) and \(\sigma_v^2\).

It is in principle possible to use maximum likelihood techniques to estimate the model when \(u_{it}\) is heteroskedastic. However this approach is unlikely to be practical, for the same reason MLE is unlikely to be practical when \(v\) is heteroskedastic. Estimation of \((I + N + 2)\) parameters \(\beta, \sigma_u^2,\) and \(\sigma_{v_i}^2, i = 1, \ldots, I\), requires that \(T\) be large relative to \(I\).

Fortunately a method of moments approach is practical in this case, and it works essentially as it does in the case in which \(v\) is heteroskedastic. In the first step OLS is used to obtain estimates of the \(\beta_s\) and \(\sigma^2\) from the within-transformed model. No distributional assumptions on \(u_{it}\) and the \(v_{it}\) are required. In the second step we exploit the facts that \(\ln y_{it} = \sum \beta_s \ln x_{it} = \beta_0 + v_{it} - u_{it}\), and that \(\text{Var}(\beta_0 + v_{it} - u_{it}) = \sigma_v^2 + [\gamma(\gamma - 2)/\pi] \sigma_{u}^2\). Consistent estimators of \(\sigma_u^2\) can thus be obtained from \(\hat{\sigma}_{u}^2 = \gamma(\gamma - 2)/(1/T) \sum \hat{\ln} y_{it} - \sum \hat{\beta}_s \hat{\ln} x_{it}^2 - \hat{\sigma}_v^2\), where the \(\hat{\beta}_s\) are LSDV estimates of the \(\beta_s\) and \(\hat{\sigma}_v^2 = (1/T) \sum \hat{\ln} y_{it} - \sum \hat{\beta}_s \hat{\ln} x_{it}^2\). The \(\hat{\beta}_s\) and \(\hat{\sigma}_v^2\) being the residuals of the within-transformed model. The \(\beta_s\) and \(\sigma_v^2\) are consistent. In the third step we substitute the estimates of \(\beta, \sigma_v^2,\) and \(\sigma_u^2\) into equation (3.3.18) or (3.3.19), which in turn is substituted into equation (3.3.20) to obtain producer-specific estimates of technical efficiency.

**Both \(u\) and \(v\) Are Heteroskedastic** In this case we have

\[
E(\ln y_{it}) = \left[ \beta_0 + \frac{1}{\sqrt{\pi}} \sigma_u^2 \right] + \sum \beta_s \ln x_{it} \\
= \beta_0 + \sum \beta_s \ln x_{it},
\]

(3.4.13)
Estimation difficulties and their solution are essentially the same as in the case in which only \( u \) is heteroskedastic. Fixed-effects and random-effects approaches are not practical in this case, for the same reasons they are not practical in the case in which only \( v \) is heteroskedastic. Maximum likelihood is feasible in principle, but with both \( v \) and \( u \) being heteroskedastic there are simply too many parameters (\( N + i \) technology parameters and \( 2 \times I \) variance parameters) to be estimated for a maximum likelihood approach to be empirically practical.

Fortunately a method of moments approach is empirically feasible when both \( v \) and \( u \) are heteroskedastic. In the first step we obtain a heteroskedasticity-corrected within estimate of \( \beta \), as in the second step of the model in which only \( v \) is heteroskedastic. We use these estimates of \( \beta \) to calculate residuals of the within-transformed model, from which we obtain estimates of the \( \sigma^2_{\epsilon_i} \) by means of \( \hat{\sigma}^2_{\epsilon_i} = (1/T) \sum_i \xi^2_i \), \( i = 1, \ldots, I \), where the \( \xi_i \) are the residuals of the within-transformed model. As before, no distributional assumptions are required. In the second step we use the estimate of \( \beta \) obtained in the first step to obtain residuals of the original untransformed model. These residuals \( \tilde{e}_i \) can be viewed as estimators of \( \beta_o(u + v_o - u) \). We then calculate the third central moment \( m_3 \) of \( \tilde{e}_i \) for each \( i \), and obtain estimates of the \( \hat{\sigma}^2_{\epsilon_i} \) by means of \( \hat{\sigma}^2_{\epsilon_i} = (1/2 \pi (1 - 4/\pi)) \tilde{e}_i^3 \). In the third step we obtain an estimator for \( \beta_o \) from the first moment of \( \tilde{e}_i \) by means of \( \hat{\beta}_o = ((1/T) \Sigma_i \tilde{e}_i^2 + (1/2 \pi) \Sigma_i \tilde{e}_i^3) / \Sigma_i \tilde{e}_i^2 \). Finally, we substitute these estimates into equation (3.3.18) or (3.3.19), which is then substituted into equation (3.3.20) to obtain producer-specific estimates of technical efficiency.

3.4.3 Heteroskedastic Panel Data Models with Time-Varying Technical Efficiency

\( v \) is Heteroskedastic The basic model is now written as

\[
\ln y_i = \beta_o + \sum \beta_n \ln x_{ni} + v_i - u_i = \beta_o + \sum \beta_n \ln x_{ni} + u_i,
\]

where \( \beta_o = \beta_o - u_o \). The only difference between the present models and those considered in Section 3.3.2 is that now the noise error component is heteroskedastic, and the only difference between the present models and those considered in Section 3.4.2 is that now the technical inefficiency error component is time varying. We consider three possible cases; the first is the Cornwell, Schmidt, and Sickles (CSS) (1990) formulation, the second is the Lee and Schmidt (1993) formulation, and the third is the formulation proposed by Kumbhakar (1990) and Battese and Coelli (1992). Each was introduced in Section 3.3.2 under the assumption that both error components are homoskedastic.

In the CSS formulation \( \beta = \Omega_{v} + \Omega_{u} + \Omega_{u}^2 \) [equation (3.3.27)]. Estimation of the model in equation (3.4.14) proceeds as follows. In the first step we introduce producer dummies and their interactions with \( t \) and \( r \) in equation (3.4.14) and estimate it using OLS. An alternative strategy would be to use the generalized within transformation in which the \( \beta \) terms fall out of equation (3.4.14) and are recovered from the generalized residuals. An estimate of \( \sigma^2_{\epsilon_i} \) is obtained from the sum of squared residuals calculated for each \( i, i = 1, \ldots, I \). In the second step we correct for heteroskedasticity using the estimate of \( \sigma^2_{\epsilon_i} \) obtained in the first step and reestimate equation (3.4.14). We then estimate \( \beta = \Sigma_i \beta_o \) and \( \sigma^2_{\epsilon} \). Finally we obtain an estimate of \( u_i \) from \( u_i = \max(\beta_o - \tilde{\beta} \cdot \tilde{u}_i) \) for \( t = 1, \ldots, T \). Defining \( u_i \) in this way allows the production frontier intercept to change through time.

In the Lee and Schmidt formulation \( \beta = \beta \cdot u \), where the \( u \) are time-invariant fixed effects and the \( \beta \) are parameters to be estimated [equation (3.3.28)]. In the first step we use nonlinear least squares to estimate equation (3.4.14) with producer dummies and time dummies or, alternatively, perform the generalized within transformation and estimate \( \beta \). Estimates of the \( \beta \) and the \( u_i \) are obtained from the coefficients of the time and producer dummies, respectively, from the residuals. In the second step we estimate \( \sigma^2_{\epsilon_i} \) from the mean squared residuals for each \( i, i = 1, \ldots, I \), obtained from the first-step regression. In the third step we repeat the first step after the heteroskedasticity correction to obtain new estimates of the coefficients. Finally, we estimate \( u_i \) from \( \tilde{u}_i = \tilde{\beta} \cdot \tilde{u}_i \).

In the Kumbhakar and the Battese and Coelli formulations \( \beta = \beta(t) \cdot u \) [equations (3.3.30) and (3.3.31)]. In these formulations \( u_i \) and \( v_i \) are random effects, and we make distributional assumptions on them. In addition, \( \beta(t) \) may be a parametric function of time with few
parameters [as in equations (3.3.30) and (3.3.31)] or a set of \( T - 1 \)
coefficients of time dummies as in the Lee and Schmidt formulation.
Two estimation strategies can be followed.

A maximum likelihood approach is based on the usual distributional
assumptions \( \nu_t \sim N(0, \sigma^2_{\nu}) \) and \( u_t \sim N(0, \sigma^2_{u}) \).
However this approach is apt to be impractical if either \( I \) or \( T \) is large,
since there are \( I \) variance parameters to be estimated and \( T - 1 \)
efficiency parameters to be estimated. Consequently we do not pursue the MLE
approach.

To use the method of moments approach, we begin by rewriting
the model in equation (3.4.14) as

\[
\ln y_{it} = \beta_0^* + \sum_n \beta_n \ln x_{itn} + \nu_{it} - u_{it}^*, 
\]

(3.4.15)

where

\[
\begin{align*}
\beta_0^* &= \beta_0 - E(u_t) = \beta_0 - \beta_n \sqrt{2 \pi} \sigma_u, \\
u_{it}^* &= u_{it} - E(u_t).
\end{align*}
\]

The first and second steps are the same as in the homoskedastic case
discussed in Section 3.3.2. The third step is based on the fact that
\( \text{Var}(\epsilon_{it}^2) = \sigma_u^2 + \beta_n^2(\pi - 2\pi)\cdot \sigma_u^2 \)
\( \), where \( \epsilon_{it}^2 = \nu_{it} - u_{it} \), which enables us
to estimate \( \sigma_u^2 \) from \( \hat{\sigma}_u^2 = (1/T)\Sigma \epsilon_{it}^2 - (1/T)\cdot ((\pi - 2\pi)\cdot \Sigma \beta_n^2)\cdot \sigma_u^2 \).

In the fourth step we estimate \( u_t \) using either \( E(u_t | \epsilon_t) \) or \( M(u_t | \epsilon_t) \), from
which we obtain estimates of \( \hat{u}_t = \hat{\beta}_0 \cdot \hat{\beta}_n \). These formulas are the same
as in the homoskedastic case except for the fact that \( \sigma_u^2 \) is replaced by \( \hat{\sigma}_u^2 \).

**u Is Heteroskedastic** Here we consider only the Kumbhakar and the
Battese and Coelli formulations, since the CSS and the Lee
and Schmidt formulations treat the \( u_t \) as fixed effects, and it is not possible
for \( u_t \) to be heteroskedastic if the \( u_t \) are fixed effects. [However
if \( u_t \) is random with form \( u_t = \beta_n \cdot u_t \), then \( \text{Var}(u_t) = \beta_n^2 \cdot \sigma_u^2 \), which
is heteroskedastic in the time dimension even if \( \sigma_u^2 = \sigma_u^2 \). Here we are
dealing with the case in which \( \sigma_u^2 \) varies with \( I \).] As in the case when
\( \nu \) is heteroskedastic, it is possible to use the method of moments
approach to estimate the parameters, and then the JLMS technique
to estimate technical efficiency.

Heteroskedasticity in \( u_t \) can also be introduced some other ways.

One way is to express \( u_{it} \) as the parametric function \( u_{it} = g(z_{it}; \gamma) + w_{it} \).
The requirement that \( u_{it} \geq 0 \) implies that \( w_{it} \geq -g(z_{it}; \gamma) \). In this framework
\( g(z_{it}; \gamma) \) can be viewed as the deterministic component of technical
inefficiency (which is explained by the \( z_{it} \) variables), and the \( w_{it} \)
are the residual components. An alternative to this is to assume that
\( u_{it} = g(z_{it}; \gamma) \cdot w_{it} \), where \( w_{it} \sim N^d(0, \sigma^2_w) \) and \( g(z_{it}; \gamma) \geq 0 \). A common feature of each of these models is that both the mean and the variance of \( u_{it} \) are functions of the \( z_{it} \) variables. However the exact nature of the heteroskedasticity differs across these formulations.

For example, consider the model proposed by Kumbhakar, Ghosh,
and McGuigan (1991) and by Battese and Coelli (1995), in which
\( u_{it} \sim N^d(z_{it}^d \cdot \beta_d, \sigma^2_d) \). In this model

\[
E(\ln y_{it}) = \beta_0 + \sum_n \beta_n \ln x_{itn} + E(u_{it}) - E(u_{it}) 
\]

\[
= \beta_0 + \sum_n \beta_n \ln x_{itn} - \left\{ z_{it}^d \cdot \frac{\phi(z_{it}^d \cdot \delta \cdot \sigma_d)}{\Phi(\phi(z_{it}^d \cdot \delta \cdot \sigma_d))} \right\},
\]

(3.4.16)

where \( \phi(\cdot) \) and \( \Phi(\cdot) \) are the density function and the cumulative
distribution function of a standard normal variable. It can be easily seen that
neglecting heteroskedasticity will lead to biased estimates of the
parameters describing the structure of the production frontier, especially
if the \( z_{it} \) variables are a subset of the \( x_{it} \) variables, or if the \( z_{it} \)
variables are highly correlated with the \( x_{it} \) variables.

Each of these models can be estimated by extending the ALS
approach, by replacing the half normal assumption on \( u \) with a
truncated normal assumption, the truncation point being both firm and
time specific. Since the truncation point is both firm and time specific,
the variance of the truncated normal distribution depends on the
truncation point, making the model heteroskedastic. Once the parameters
of the model are estimated using the ALS maximum likelihood method,
the JLMS method can be used to estimate producer-specific technical efficiency.

**Both \( u \) and \( \nu \) Are Heteroskedastic** In this case we assume that
\( \nu_{it} \sim N(0, \sigma^2_{\nu}) \) and that \( u_{it} = \beta_n \cdot u_t \), with \( u_t \sim N^d(0, \sigma^2_u) \). For reasons discussed
previously, maximum likelihood is unlikely to be practical empirically,
and so we consider only a method of moments approach. The
production frontier is expressed in exactly the same manner as in
the case in which only \( u \) is heteroskedastic. The first step is also the
same. The second step is modified slightly to account for the heteroskedasticity in \( v \). Since \( \text{Var}(e^*_{it}) = \sigma^2_{vi} + [(\pi - 2)/\pi] \cdot \beta^2 \cdot \sigma^2_{ui} \), \( \sigma^2_{vi} \) can be estimated from \( \hat{\sigma}^2_{vi} = (1/T) \Sigma e^*_{it}^2 - (1/T) \cdot [(\pi - 2)/\pi] \cdot \Sigma \beta^2 \cdot \hat{\sigma}^2_{ui} \). In the third step the estimates obtained from the first two steps are substituted into equations (3.3.18)–(3.3.20) to obtain consistent producer-specific estimates of technical efficiency.

### 3.5 A GUIDE TO THE LITERATURE

The estimation of technical efficiency is a collection of analytical techniques, and these techniques have been applied to virtually every field in economics. Theoretical developments and empirical applications have appeared in the *Journal of Econometrics* and the *Journal of Productivity Analysis*, and empirical applications have appeared in virtually every other journal in the profession. Rather than refer the reader to specific developments and applications, we mention several recent surveys of the field. Among the better surveys are those by Schmidt (1985–1986), Bauer (1990b), Battese (1992), Greene (1993, 1997) (who provides a useful empirical application illustrating how various techniques work), and Cornwell and Schmidt (1996). Special issues of journals devoted to efficiency measurement have been edited by Aigner and Schmidt (1980), Lewin and Lovell (1990, 1995), Gulledge and Lovell (1992), Simioni (1994), Olesen, Petersen, and Lovell (1996), Berger et al. (1997), Battese and Coelli (1997), and Tulkens (1998). Efficiency measurement techniques and applications are surveyed in books edited by Fried, Lovell, and Schmidt (1993) and Coelli, Rao, and Battese (1998). Many of these references survey noneconometric as well as econometric approaches to efficiency measurement.
4 The Estimation and Decomposition of Cost Efficiency

4.1 INTRODUCTION

In Chapter 3 we considered various approaches to the estimation of technical efficiency. The standard against which technical efficiency was estimated was provided by the production frontier, and we adopted an output-oriented approach to the estimation of technical efficiency. In this chapter we consider various approaches to the estimation of cost efficiency. The standard against which cost efficiency is estimated is provided by the cost frontier, and we adopt an input-oriented approach to the estimation of cost efficiency.

Several significant differences between the estimation of output-oriented technical efficiency and the estimation of input-oriented cost efficiency should be noted.

The first difference concerns data requirements. The estimation of technical efficiency requires information on input use and output provision, whereas the estimation of cost efficiency requires information on input prices, output quantities, and total expenditure on the inputs used, and depending on the model, perhaps input quantities or input cost shares as well. The data requirements for the estimation of cost efficiency are more onerous in some situations and less onerous in others.

The second difference concerns the number of outputs. Estimation of a cost frontier can be accomplished in situations in which producers produce multiple outputs, whereas estimation of a production frontier requires that producers produce a single output. To use
quantity data on multiple inputs and multiple outputs to estimate technical efficiency requires the estimation of either of the two distance functions introduced in Section 2.2.3. An output distance function, which is dual to a revenue frontier, can be used to estimate output-oriented technical efficiency, as in Section 3.2.3. Alternatively, an input distance function, which is dual to a cost frontier, can be used to estimate input-oriented technical efficiency.

The third difference concerns quasi-fixed inputs. In the estimation of a stochastic production frontier, efficiency measurement is output oriented and all inputs are treated equally. No distinction is made between variable inputs and quasi-fixed inputs, and so knowledge that some inputs are not variable during the time period under consideration is not exploited. However in the estimation of a stochastic cost frontier, efficiency measurement is input oriented and it is possible to treat variable and quasi-fixed inputs differently. In this way knowledge concerning quasi-fixity of some inputs is exploited by replacing a cost frontier with a variable cost frontier.

The fourth difference concerns behavioral assumptions. The estimation of technical efficiency does not require the imposition of a behavioral objective on producers, whereas the estimation of cost efficiency does. Such an objective may be inappropriate, although it is hard to conceive of many situations in which it is. It may also be unrealistic, if producers are constrained in their ability to freely adjust their use of inputs, and such constraints are not explicitly modeled. However if not all inputs are variable, due perhaps to short-run fixity or to contractual arrangement, then as we just mentioned a variable cost frontier can be used to estimate variable cost efficiency. In our view the (total or variable) cost minimization objective is an appropriate objective in many environments. It is particularly appropriate in competitive environments in which input prices (rather than input quantities) are exogenous, and in which output is demand driven, and so also can be considered to be exogenous. The more competitive the operating environment, the more appropriate the cost efficiency criterion becomes. Ironically, many regulated industries also satisfy these exogeneity criteria, despite the facts that they are generally noncompetitive and that the regulatory constraints are rarely incorporated into models of cost efficiency. Moreover, in many industries (such as electricity generation, for example) output is not storable, and so the output maximization objective that underlies the estimation of output-oriented technical efficiency would be inappropriate.

The final difference concerns the information that can be obtained from the efficiency estimation exercise. Whereas technical efficiency cannot be decomposed, cost efficiency can be decomposed, and in many circumstances it is desirable to do so. As we indicated in Section 2.4.1, any departure from cost efficiency has two potential sources, input-oriented technical inefficiency and input allocative inefficiency. To the extent that technical and allocative inefficiency have different causes, a determination of which of the two constitutes the main source of cost inefficiency can be a very useful exercise. Thus there are two significant differences between the performance evaluation explored in this chapter and that explored in Chapter 3. First, since input-oriented technical efficiency is necessary, but not sufficient, for cost efficiency, the degree of cost efficiency is not greater than the magnitude of input-oriented technical efficiency, the difference being the extent of input allocative efficiency. Second, measures of input-oriented technical efficiency can differ from measures of output-oriented technical efficiency. As we indicated in Section 2.3.1, the two measures are equal if either measure equals one, so that production is technically efficient, or if production is technically inefficient and production technology satisfies constant returns to scale. If neither condition holds, then input-oriented technical efficiency is greater than or less than output-oriented technical efficiency according as returns to scale are increasing or decreasing over the relevant region of production technology. What this means is that any comparison of producer performance based on technical efficiency estimates obtained from the models developed in Chapter 3, and technical efficiency estimates obtained from the models to be developed in this chapter, must be treated with caution.

This chapter is organized as follows.

In Section 4.2 we consider the estimation of cost efficiency when only cross-sectional data are available.

In Section 4.2.1 we develop single-equation cost frontier models. These models are based on expenditure, output quantity, and input price data; they do not utilize input quantity data in their estimation. They can be used to estimate cost efficiency, or they can be used to estimate input-oriented technical efficiency if an assumption of input allocative efficiency is maintained. In the latter case a direct link between the material in Chapter 3 and that in Chapter 4 is established, subject to the qualification concerning the different orientations. It is not possible to decompose estimated cost efficiency
into estimates of technical and allocative efficiency with a single-equation model. In Section 4.2.1.1 we consider the case in which producers produce a single output, and we use a Cobb-Douglas cost frontier as the standard against which to estimate cost efficiency. The advantage of the Cobb-Douglas specification is its self-duality property, which enables us to go back and forth between the cost frontier and the production frontier. In Section 4.2.1.2 we consider the case in which producers produce multiple outputs, and we use a translog cost frontier as the standard against which to measure cost efficiency. The translog functional form is not self-dual; indeed it has no known dual. However it has the advantages of flexibility, which reduces the likelihood of confounding the structure of the cost frontier with variation in cost efficiency, and an ability to incorporate multiple outputs into the analysis. In Section 4.2.1.3 we consider the case in which producers use multiple inputs to produce a single output, and in which some of the inputs are quasi-fixed. We use a translog variable cost frontier as the standard against which to measure variable cost efficiency. The techniques developed in Chapter 3 for the estimation of technical efficiency can be applied with only minor modification to the problem of estimating cost efficiency within a single-equation framework.

In Section 4.2.2 we develop simultaneous-equation cost frontier models. These models are based on expenditure, output quantity, input price, and either input quantity or input cost share data. The chief advantage of these models is that, since they exploit additional information, they can be used to decompose estimated cost efficiency into estimates of the cost of input-oriented technical efficiency and the cost of input allocative efficiency. In Section 4.2.2.1, which extends Section 4.2.1.1, we consider the case in which producers produce a single output, and we use a Cobb-Douglas cost frontier as the standard against which to estimate and decompose cost efficiency. As a result of the self-duality property of the Cobb-Douglas functional form, a variety of equation systems can be developed for the purpose of estimating and decomposing cost efficiency. One such system, which we explore in some detail, consists of the first-order conditions for cost minimization. In Section 4.2.2.2, which extends Section 4.2.1.2, we consider the case in which producers produce multiple outputs, and we use a translog cost frontier as the standard against which to estimate and decompose cost efficiency. Since the translog functional form is not self-dual, the choice of equation systems to estimate is limited. In this case the system of equations to be estimated typically consists of the cost frontier and \((N - 1)\) of the input cost share equations.

In Section 4.2.3 we consider the problem of decomposing cost efficiency in greater detail than in previous sections. A decomposition of estimated cost efficiency into estimates of the cost of input-oriented technical efficiency and the cost of input allocative efficiency requires that either input quantity or input cost share data be available, in addition to input price, output quantity, and expenditure data. The decomposition is based on a simultaneous-equation model that utilizes the additional data in the estimation stage.

In Section 4.3 we consider the estimation of cost efficiency when panel data are available. As was the case with the estimation of output-oriented technical efficiency in Chapter 3, the availability of panel data provides many advantages in the estimation of cost efficiency.

In Section 4.3.1 we develop single-equation panel data cost frontier models. As in a cross-sectional context, these models can be used to estimate cost efficiency, or if an assumption of allocative efficiency is maintained they can be used to estimate the magnitude and cost of technical efficiency. These panel data models are structurally similar to the single-equation models developed for use with cross-sectional data in Section 4.2.1. The material presented in this section largely parallels the material presented in Section 3.3.

In Section 4.3.2 we develop simultaneous-equation panel data cost frontier models. These models are structurally similar to the simultaneous-equation models developed for use with cross-sectional data in Section 4.2.2. The material presented in this section has no counterpart in Chapter 3.

In Section 4.4 we discuss a pair of very different approaches to the estimation of cost efficiency. These two approaches are less ambitious, and less formally structured, than the approaches developed in Sections 4.2 and 4.3, but they both generate a modest amount of useful information with a minimum of effort. The first approach is labeled “thick frontier analysis,” and can be applied to either cross-sectional data or panel data. The second approach is referred to as a “distribution-free approach,” and requires panel data.

We do not analyze the problem of heteroskedasticity in this
chapter, despite the fact that it is apt to be at least as serious a problem in a cost frontier context as in a production frontier context. The techniques developed in Section 3.4 can be applied to the problem of heteroskedasticity in a single-equation cost frontier model, with nothing more than a few sign changes. In addition, Kumbhakar (1996d) provides a detailed analytical and empirical treatment of heteroskedasticity within a simultaneous-equation panel data cost frontier model of the type we discuss in Section 4.3.2.

Section 4.5 concludes with a guide to the relevant literature.

4.2 CROSS-SECTIONAL COST FRONTIER MODELS

A cost frontier can be treated as a single-equation model, just as a production frontier was in Chapter 3. In this case it is possible to obtain estimates of the parameters describing the structure of the cost frontier, as well as producer-specific estimates of cost efficiency. However if input quantity data or input cost share data are available, and if Shephard’s lemma is invoked, a cost frontier can be treated as a component of a simultaneous-equation model. In this case it is possible to obtain estimates of the parameters describing the structure of the cost frontier and producer-specific estimates of cost efficiency, as in the single-equation case, and it is also possible to obtain producer-specific estimates of the magnitude and cost of technical efficiency and the magnitude and cost of input allocative efficiency as well. Thus moving from a single-equation model to a simultaneous-equation model requires more data and involves a more complicated estimation problem, but it offers the possibility of gaining more insight into the nature of cost efficiency. We consider single-equation cost frontier models in Section 4.2.1, and we consider simultaneous-equation cost frontier models in Section 4.2.2. In Section 4.2.3 we show how the availability of input quantity data enables one to decompose cost efficiency into its two components.

4.2.1 Single-Equation Cost Frontier Models

In this section we assume that cross-sectional data on the prices of inputs employed, the quantities of outputs produced, and total expenditure are available for each of \( I \) producers. The analysis is based on a cost frontier, which can be expressed as

\[ E_i \geq c(y_i, w_i; \beta), \quad i = 1, \ldots, I, \]  

(4.2.1)

where \( E_i = w_i^T x_i = \Sigma_i w_{i a} x_{i a} \) is the expenditure incurred by producer \( i \). \( y_i = (y_{i 1}, \ldots, y_{i m}) \geq 0 \) is a vector of outputs produced by producer \( i \), \( w_i = (w_{i 1}, \ldots, w_{i m}) > 0 \) is a vector of input prices faced by producer \( i \), \( c(y_i, w_i; \beta) \) is the cost frontier common to all producers, and \( \beta \) is a vector of technology parameters to be estimated. Notice that the input vector \( x_i \) used by producer \( i \) is not necessarily observed. If it is not observed, cost efficiency cannot be decomposed into the cost of input-oriented technical inefficiency and the cost of input allocative inefficiency. If it is observed, the decomposition can be achieved. We defer discussion of the decomposition of cost efficiency to Sections 4.2.2 and 4.2.3.

In Chapter 2 we expressed the cost efficiency of a producer as \( CE(y, x, w) \). Here we write cost efficiency as \( CE_i \), replacing the arguments with a producer identifier. Since \( CE_i \) is the cost efficiency of producer \( i \), we have from equation (4.2.1)

\[ CE_i = \frac{c(y_i, w_i; \beta)}{E_i}, \]  

(4.2.2)

which defines cost efficiency as the ratio of minimum feasible cost to observed expenditure. Since \( E_i \geq c(y_i, w_i; \beta) \), it follows that \( CE_i \leq 1 \). \( CE_i = 1 \) if, and only if, \( x_i = x_n(y_i, w_i; \beta) \) so that \( E_i = \Sigma_i w_{i a} x_{i a} (y_i, w_i; \beta) \) attains its minimum feasible value of \( c(y_i, w_i; \beta) \). Otherwise \( CE_i < 1 \) provides a measure of the ratio of minimum cost to observed expenditure.

In equation (4.2.1) the cost frontier \( c(y_i, w_i; \beta) \) is deterministic, and so in equation (4.2.2) the entire excess of observed expenditure over minimum feasible cost is attributed to cost inefficiency. Such a formulation ignores the fact that expenditure may be affected by random shocks not under the control of producers. A stochastic cost frontier can be written as

\[ E_i \geq c(y_i, w_i; \beta) \cdot \exp\{v_i\}, \]  

(4.2.3)

where \( [c(y_i, w_i; \beta) \cdot \exp\{v_i\}] \) is the stochastic cost frontier. The stochastic cost frontier consists of two parts: a deterministic part \( c(y_i, w_i; \beta) \) common to all producers and a producer-specific random part \( \exp\{v_i\} \).
which captures the effects of random shocks on each producer. If the cost frontier is specified as being stochastic, the appropriate measure of cost efficiency becomes

\[ CE_i = \frac{c(y_i, w_i; \beta)}{E_i} \exp[v_i], \quad (4.2.4) \]

which defines cost efficiency as the ratio of minimum cost attainable in an environment characterized by \( \exp[v_i] \) to observed expenditure. \( CE_i \leq 1 \), with \( CE_i = 1 \) if, and only if, \( E_i = c(y_i, w_i; \beta) \cdot \exp[v_i] \). Otherwise \( CE_i < 1 \) provides a measure of the ratio of minimum feasible cost to observed expenditure.

The estimation of cost efficiency can be based on either equation (4.2.1) or equation (4.2.3). Estimation based on equation (4.2.1) would follow procedures analogous to those developed in Section 3.2.1 for the estimation of technical efficiency relative to a deterministic production frontier. Goal programming, corrected OLS, and modified OLS have all been used to estimate deterministic cost frontiers. However, since these procedures have already been developed, but more importantly because we are not enamored of deterministic frontiers of any type, we do not consider the estimation of deterministic cost frontiers. We focus our attention on the estimation of stochastic cost frontier models based on equation (4.2.3). In Section 4.2.1 we consider single-equation models in which cost efficiency is estimated, but cannot be decomposed. The techniques for the estimation of these single-equation models are analogous to the techniques developed in Section 3.2.2 for the estimation of output-oriented technical efficiency. Maximum likelihood and method of moments approaches can both be applied to the estimation of cost efficiency in a single-equation model. In Section 4.2.2 we consider simultaneous-equation models in which cost efficiency can be estimated and decomposed. There is no analogue to these models in Chapter 3. In Section 4.2.3 we consider the decomposition of cost inefficiency in greater detail. We consider simultaneous-equation models in which a decomposition of cost inefficiency is made possible by the availability of input quantity or input cost share data.

**4.2.1.1 The Single-Output Cobb–Douglas Cost Frontier**

If we assume that the deterministic kernel \( c(y_i, w_i; \beta) \) of the single-output cost frontier takes the log-linear Cobb–Douglas functional form, then the stochastic cost frontier model given in equation (4.2.3) can be written as

\[
\ln E_i = \beta_o + \beta_s \ln y_i + \sum \beta_n \ln w_{ni} + v_i = \beta_o + \beta_s \ln y_i + \sum \beta_n \ln w_{ni} + v_i + u_i, \quad (4.2.5)
\]

where \( v_i \) is the two-sided random-noise component, and \( u_i \) is the nonnegative cost inefficiency component, of the composed error term \( e_i = v_i + u_i \). Since a cost frontier must be linearly homogeneous in input prices, \( c(y_i, \lambda w_i; \beta) = \lambda c(y_i, w_i; \beta), \lambda > 0 \), and either the parameter restriction \( \beta_i = 1 - \Sigma_{n=1}^{N} \beta_n \) must be imposed prior to estimation, or equation (4.2.5) must be reformulated as

\[
\ln \left( \frac{E_i}{w_{ki}} \right) = \beta_o + \beta_s \ln y_i + \sum_{n=k}^{N} \beta_n \ln \left( \frac{w_{ni}}{w_{ki}} \right) + v_i + u_i. \quad (4.2.6)
\]

Using equation (4.2.4), a measure of cost efficiency is provided by

\[ CE_i = \exp[\{ v_i \}]. \quad (4.2.7) \]

In both formulations of the stochastic cost frontier, the error term \( e_i = v_i + u_i \) is asymmetric, being positively skewed since \( u_i \geq 0 \). Apart from the homogeneity restriction on the \( \beta \)'s and the direction of the skewness of the error term, the stochastic cost frontier model given by equation (4.2.5) or equation (4.2.6) is structurally indistinguishable from the stochastic production frontier model given by equation (3.2.18). Thus apart from some sign changes, the entire analysis of Section 3.2.2 applies with equal force to the estimation of a stochastic cost frontier. If maximum likelihood techniques are employed to obtain estimates of \( \beta \) and the parameters of the two error components, the same distributional assumptions can be made for the error components in equation (4.2.5) or equation (4.2.6). It is also possible to use methods of moments estimation techniques to obtain estimates of \( \beta \) and the parameters of the two error components. In either case the JLMS decomposition can be used to separate noise from cost inefficiency in the residuals. The estimated cost inefficiency component can then be substituted into equation (4.2.7) to obtain producer-specific estimates of cost efficiency.

We now illustrate the use of maximum likelihood techniques to estimate the stochastic Cobb–Douglas cost frontier given in equation (4.2.6). We make the following distributional assumptions:
(i) $v_i \sim iid N(0, \sigma_v^2)$.

(ii) $u_i \sim iid N^*(0, \sigma_u^2)$.

(iii) $v_i$ and $u_i$ are distributed independently of each other, and of the regressors.

The density function of $u \geq 0$ is given in equation (3.2.12). The density function of $v$ is given in equation (3.2.20). The marginal density function of $\varepsilon = v + u$ is

$$f(\varepsilon) = \int f(u, \varepsilon) \, du$$

$$= \int \frac{2}{\sqrt{2\pi\sigma_u^2}} \exp\left[\frac{-u^2 - (\varepsilon - u)^2}{2\sigma_u^2}\right] \, du$$

$$= \frac{2}{\sqrt{2\pi}} \left[1 - \Phi\left(\frac{\varepsilon + \lambda}{\sigma}\right)\right] \exp\left[-\frac{\varepsilon^2}{2\sigma^2}\right]$$

$$= \frac{2}{\sqrt{2\pi}} \frac{\varepsilon}{\sigma} \Phi\left(\frac{\varepsilon + \lambda}{\sigma}\right) \phi\left(\frac{\varepsilon + \lambda}{\sigma}\right).$$

(4.2.8)

where $\sigma = (\sigma_v^2 + \sigma_u^2)^{1/2}$, $\lambda = \sigma_v / \sigma_u$, and $\Phi(\cdot)$ and $\phi(\cdot)$ are the standard normal cumulative distribution and density functions. As $\lambda \to 0$ either $\sigma_v^2 \to +\infty$ or $\sigma_u^2 \to 0$, and the symmetric error component dominates the one-sided error component in the determination of $\varepsilon$. As $\lambda \to +\infty$ either $\sigma_v^2 \to +\infty$ or $\sigma_u^2 \to 0$, and the one-sided error component dominates the symmetric error component in the determination of $\varepsilon$. In the former case the stochastic cost frontier model collapses to an OLS cost function model with no variation in cost efficiency, whereas in the latter case the model collapses to a deterministic cost frontier model with no noise. As in Chapter 3, it is possible to conduct a likelihood ratio test of the hypothesis that $\lambda = 0$.

The marginal density function $f(\varepsilon)$ is asymmetrically distributed, with mean and variance

$$E(\varepsilon) = E(u) = \sigma_u \sqrt{\frac{\pi}{2\pi}}$$

$$V(\varepsilon) = \frac{\pi - 2}{\pi} \sigma_u^2 + \sigma_v^2.$$

(4.2.9)

Geometrically, $f(\varepsilon)$ looks just like the densities appearing in Figure 3.3, except that the direction of the skewness is reversed.

Using equation (4.2.8), the log likelihood function for a sample of $I$ producers is

$$\ln L = \text{constant} - I \ln \sigma + \sum_i \ln \phi\left(\frac{\varepsilon_i^*}{\sigma}\right) - \frac{1}{2\sigma^2} \sum_i \varepsilon_i^2.$$

(4.2.10)

The log likelihood function can be maximized with respect to the parameters to obtain maximum likelihood estimates of all parameters.

The next step is to obtain estimates of the cost efficiency of each producer. We have estimates of $\varepsilon_i = v_i + u_i$, which obviously contain information on $u_i$. If $\varepsilon_i < 0$, chances are that $u_i$ is not large [since $E(v_i) = 0$], which suggests that this producer is relatively cost efficient, whereas if $\varepsilon_i > 0$, chances are that $u_i$ is large, which suggests that this producer is relatively cost inefficient. The problem is to extract the information that $\varepsilon_i$ contains on $u_i$. A solution to the problem is obtained from the conditional distribution of $u_i$ given $\varepsilon_i$, which contains whatever information $\varepsilon_i$ contains concerning $u_i$. Adapting the JLMS procedure to the estimation of cost efficiency when $u_i \sim N^*(0, \sigma_u^2)$, the conditional distribution of $u$ given $\varepsilon$ is

$$f(u|\varepsilon) = \frac{f(u, \varepsilon)}{f(\varepsilon)}$$

$$= \frac{1}{\sqrt{2\pi\sigma_u^2}} \exp\left[-\frac{(u - \mu_u)^2}{2\sigma_u^2}\right] \sqrt{1 - \Phi\left(\frac{-\mu_u}{\sigma_u}\right)}.$$  

(4.2.11)

where $\mu_u = \varepsilon \sigma_u^2/\sigma^2$ and $\sigma_u^2 = \sigma_v^2 \sigma_u^2/\sigma^2$. Since $f(u|\varepsilon)$ is distributed as $N^*(\mu_u, \sigma_u^2)$, either the mean or the mode of this distribution can serve as a point estimator for $u_i$. They are given by

$$E(u_i|\varepsilon_i) = \mu_u + \sigma_u \frac{\phi(-\mu_u/\sigma_u)}{\Phi(-\mu_u/\sigma_u)}$$

$$= \sigma_u \left[\frac{\phi(\varepsilon_i, \lambda/\sigma)}{\Phi(-\mu_u/\sigma_u)} + \frac{\varepsilon_i\lambda}{\sigma}\right].$$

(4.2.12)

and

$$M(u_i|\varepsilon_i) = \begin{cases} \varepsilon_i \left(\frac{\sigma_u^2}{\sigma^2}\right) & \text{if } \varepsilon_i \geq 0, \\ 0 & \text{otherwise,} \end{cases}$$

(4.2.13)
respectively. Once point estimates of \( u_i \) are obtained, estimates of the cost efficiency of each producer can be obtained by substituting either \( E(u_i | \varepsilon_i) \) or \( M(u_i | \varepsilon_i) \) into equation (4.2.7). It is also possible to adapt the Battese and Coelli (1988) point estimator

\[
CE_i = E(\exp[-u_i] | \varepsilon_i) = \left[ \frac{1 - \Phi(\sigma_x - \mu_x / \sigma_x)}{1 - \Phi(-\mu_x / \sigma_x)} \right] \exp \left[ -\mu_x + \frac{1}{2} \sigma^2_x \right].
\]

(4.2.14)

The point estimators of \( CE_i \) obtained by substituting equations (4.2.12) and (4.2.14) into equation (4.2.7) can give different results, since \( \exp[E(u_i | \varepsilon_i)] \neq \exp[\exp[u_i] | \varepsilon_i] \). We prefer the Battese and Coelli point estimator to the JLMS point estimator for the same reasons we did in Chapter 3; the latter is a first-order approximation to the former. Regardless of which estimator is used, however, the estimates of cost efficiency are inconsistent because the variance associated with the distribution of \( (u_i | \varepsilon_i) \) is independent of \( i \). It is also possible to obtain confidence intervals for the point estimates of cost efficiency, by exploiting the fact that the density of \( (u_i | \varepsilon_i) \) is known to be that of an \( N(\mu_x, \sigma_x) \). Horrace and Schmidt (1995, 1996), Bera and Sharma (1996), and Hjalmarsson, Kumbhakar, and Heshmati (1996) have derived upper and lower bounds on \( (u_i | \varepsilon_i) \), which imply lower and upper bounds on \( \exp[u_i] | \varepsilon_i \).

Three final points deserve mentioning. First, equations (4.2.8)-(4.2.14) are the same as the corresponding equations in Chapter 3, apart from some sign changes to reflect the fact that here \( \varepsilon_i = \delta_i + \varepsilon_n \), whereas in Chapter 3 \( \varepsilon_i = \psi_i - \mu_i \). Second, it is not necessary to specify the deterministic kernel of the stochastic cost frontier as having a Cobb–Douglas functional form. This form was used for illustrative purposes only, and other forms may be used in its place. Third, regardless of the functional form used, the efficiency information that emerges from the analysis is limited to producer-specific estimates of the cost of inefficiency. With a single-equation model, and without input quantity or output cost share data, it is not possible to decompose these estimates into estimates of the cost of input-oriented technical inefficiency and the cost of input allocative inefficiency. A decomposition requires additional data and a simultaneous-equation model.

4.2.1.2 The Multiple-Output Translog Cost Frontier

A great virtue of the Cobb–Douglas functional form is that its simplicity enables us to focus our attention where it belongs, on the error term, which contains information on the cost of inefficiency. As an empirical matter, however, the simplicity of the Cobb–Douglas functional form creates two problems. As Hasenkamp (1976) noted long ago, in a commentary on Klein’s (1947) famous railroad study, a function (or frontier) having the Cobb–Douglas form cannot accommodate multiple outputs without violating the requisite curvature properties in output space. In addition, if the true structure of (single-output) production technology is more complex than its Cobb–Douglas representation, the unmodeled complexity will show up in the error term, perhaps leading to biased estimates of the cost of inefficiency. For these reasons we now introduce the translog functional form, due originally to Christensen, Jørgensen, and Lau (1971). The translog cost frontier has several virtues: (i) It accommodates multiple outputs without necessarily violating curvature conditions; (ii) it is flexible, in the sense that it provides a second-order approximation to any well-behaved underlying cost frontier at the mean of the data; and (iii) it forms the basis of much of the empirical estimation and decomposition of cost efficiency based on a system of equations.

If we assume that the deterministic kernel \( c(y_n, w_n; \beta) \) of the multiple-output cost frontier takes the log-quadratic translog functional form, then the stochastic cost frontier model given in equation (4.2.5) can be written as

\[
\begin{align*}
\ln E_i \geq & \beta_0 + \sum_m \alpha_m \ln y_{mi} + \sum_n \beta_n \ln w_{ni} + \frac{1}{2} \sum_m \sum_j \alpha_{mj} \ln y_{mi} \ln y_{ji} \\
+ & \frac{1}{2} \sum_n \sum_k \beta_{nk} \ln w_{ni} \ln w_{ki} + \sum_n \sum_m \gamma_{nm} \ln w_{ni} \ln y_{mi} + \delta_i \\
= & \beta_0 + \sum_m \alpha_m \ln y_{mi} + \sum_n \beta_n \ln w_{ni} + \frac{1}{2} \sum_m \sum_j \alpha_{mj} \ln y_{mi} \ln y_{ji} \\
+ & \frac{1}{2} \sum_n \sum_k \beta_{nk} \ln w_{ni} \ln w_{ki} + \sum_n \sum_m \gamma_{nm} \ln w_{ni} \ln y_{mi} + \delta_i.
\end{align*}
\]

(4.2.15)
where Young's theorem requires that the symmetry restrictions \( \alpha_{mk} = \alpha_{km} \) and \( \beta_{nj} = \beta_{jn} \) be imposed, and homogeneity of degree +1 in input prices requires imposition of the additional restrictions \( \Sigma_n \beta_n = 1, \Sigma_k \beta_{nk} = 0 \forall k, \) and \( \Sigma_m \gamma_{mn} = 0 \forall m. \) As usual, \( v_i \) is the two-sided noise component, and \( u_i \) is the nonnegative cost inefficiency component, of the composed error term \( e_i = v_i + u_i. \) The one-sided error component \( u_i \) captures the composite cost of input-oriented technical inefficiency and input allocative inefficiency: if technical inefficiency had an output orientation, it would also interact with the regressors in equation (4.2.15). If \( M = 1, \) equation (4.2.15) collapses to a single-output translog cost frontier. If, in addition, \( \beta_{mk} = \gamma_{m} = 0 \forall n, k, \) then the translog cost frontier collapses to the Cobb–Douglas cost frontier given in equation (4.2.5). These and other parametric restrictions are testable.

It is possible to estimate a translog cost frontier and to obtain producer-specific estimates of cost efficiency, by following the procedures described in Section 4.2.1.1 for the estimation of a Cobb–Douglas cost frontier. Nothing changes, except for the functional form of \( \log(c(y, w; \beta)). \) However if either \( M \) or \( N \) is large, a large sample size will be required. Moreover, multicollinearity among the regressors is likely to lead to imprecise estimates of many parameters in the model, possibly including those characterizing the two error components. Thus the benefit of flexibility is likely to be offset by the cost of statistically insignificant parameter estimates. For this reason the translog cost frontier is infrequently estimated as a single-equation model. We return to the translog cost frontier in a simultaneous-equation setting in Section 4.2.2.2.

4.2.1.3 The Single-Output Translog Variable Cost Frontier

Suppose that a sample of \( i = 1, \ldots, I \) producers each use a vector of variable inputs \( x_i = (x_{i1}, \ldots, x_{iK}) > 0, \) available at prices \( w_i = (w_{i1}, \ldots, w_{iK}) > 0, \) and a vector of quasi-fixed inputs \( z_i = (z_{i1}, \ldots, z_{Q}) > 0, \) to produce a single output \( y_i > 0. \) Producers incur variable expense \( V E_i = \Sigma_n w_{nk} x_{nk} \) in the process. Then the relevant frontier against which to measure their efficiency is the stochastic variable cost frontier \( vc(y_i, w_i, z_i; \beta) \cdot \exp[v_i + u_i], \) where \( v_i \sim N(0, \sigma^2) \) captures the effects of statistical noise and \( u_i \geq 0 \) reflects the cost of inefficiency in the allocation of variable inputs. If the deterministic kernel of this frontier takes the translog functional form, then we have

\[
\begin{align*}
\ln V E_i &= \beta_0 + \beta_j \ln y_i + \sum_n \beta_k \ln w_{ni} + \frac{1}{2} \beta_{ij} (\ln y_i)^2 \\
&+ \frac{1}{2} \sum_n \sum_k \gamma_{nk} \ln w_{ni} \ln w_{ki} + \frac{1}{2} \sum_q \sum_r \gamma_{qr} \ln z_{qi} \ln z_{ri} \\
&+ \sum_q \gamma_{q0} \ln w_{qi} \ln z_{qi} + \sum_n \gamma_{0n} \ln y_i \ln w_{ni} \\
&+ \sum_q \gamma_{q1} \ln y_i \ln z_{qi} + v_i + u_i. 
\end{align*}
\]

The usual symmetry and linear homogeneity parameter restrictions can be imposed prior to estimation. The remaining regularity conditions, including those involving \( z_i, \) can be tested after estimation. The regularity conditions involving \( z_i \) depend on the properties satisfied by \( GR \) discussed in Chapter 2. Under the strong monotonicity property \( G6, vc(y_i, w_i, z_i; \beta) \) is nonincreasing in \( z_i. \) Under the convexity property \( G7, vc(y_i, w_i, z_i; \beta) \) is a convex function in \( (y_i, z_i). \) Finally if \( GR \) is a cone [so that technology exhibits constant returns to scale in \( (y_i, x_i, z_i) \), \( vc(y_i, w_i, z_i; \beta) \) is linearly homogeneous in \( (y_i, z_i). \)]

If independence assumptions are maintained and if a distributional assumption (e.g., half normal) is imposed on \( u_i, \) equation (4.2.16) can be estimated by maximum likelihood. Estimation proceeds exactly as in Sections 4.2.1.1 and 4.2.1.2, so we do not repeat the details here. We do note, however, that the independence assumptions become more restrictive in this model, since now \( v_i \) and \( u_i \) must be distributed independently of each other and of the regressors, which now include the quasi-fixed input quantities.

The great advantage of equation (4.2.16) is that it exploits information (quasi-fixity of some inputs), which a stochastic production frontier cannot. Moreover, after estimation of equation (4.2.16), shadow prices of each quasi-fixed input can be calculated by means of

\[
\frac{\partial V E_i}{\partial z_{qi}} = \frac{V E_i}{z_{qi}} \left( \beta_q + \sum_r \beta_{qr} \ln z_{ri} + \sum_n \gamma_{qn} \ln w_{ni} + \beta_{0q} \ln y_i \right),
\]

\[q = 1, \ldots, Q.\]
where $\tilde{VE}_i = \tilde{V}_E_1 \cdot \exp[-\hat{a}_i]$, is the predicted cost-efficient value of $VE_i$. If prices $p = (p_1, \ldots, p_Q) > 0$ of the quasi-fixed inputs are known, a comparison of predicted shadow prices with actual prices provides an indication of which quasi-fixed inputs are over- or underutilized, given the observed values of $(y_i, w_i, z_i)$. Quasi-fixed input $z_{qi}$ is efficiently utilized if $(-\partial VE/\partial z_{qi}) = p_{qi}$, and overutilized (underutilized) if $(-\partial VE/\partial z_{qi}) < (>) p_{qi}$.

Since total cost is minimized when both variable cost and quasi-fixed cost are minimized, misallocation of quasi-fixed inputs constitutes another type of cost inefficiency. The cost of over- or underutilization of quasi-fixed inputs can be determined as follows. First, set the predicted quasi-fixed input shadow prices given in equation (4.2.17) equal to their actual prices, a necessary condition for total cost minimization. Next, solve this system of $Q$ equations for optimal values $z^*_q$ of the quasi-fixed inputs. Finally, calculate the ratio of (or the difference between) the actual cost $\Sigma p_{q} z_{q}^*$ of the quasi-fixed inputs to the cost of an efficient combination of quasi-fixed inputs $\Sigma p_{q} z_{q}^*$.

### 4.2.2 Simultaneous-Equation Cost Frontier Models

Single-equation cost frontier models are easy to estimate, but they generate limited information. If all that is desired is producer-specific estimates of cost efficiency, single-equation models are adequate for the task, although degrees of freedom problems may likely to plague the estimation of a flexible cost frontier. However, if a decomposition of cost inefficiency into its technical and allocative components is desired, it is necessary to employ data on either input quantities or output cost shares in the estimation of a system of equations. The question is: which system? The obvious answer would be to invoke Shepherd’s lemma and estimate a system consisting of the cost frontier and the associated cost-minimizing input demand equations, or the natural logarithm of the cost frontier and the associated cost-minimizing input share equations. This is indeed the approach adopted when the translog functional form is specified, but when the Cobb–Douglas functional form is specified, its property of self-duality makes other approaches feasible. We begin by considering the single-output Cobb–Douglas cost frontier in Section 4.2.2.1, and we then move on to the multiple-output translog cost frontier in Section 4.2.2.2.

#### 4.2.2.1 Single-Output Cobb–Douglas Cost Systems

We begin by following Schmidt and Lovell (1979), who first developed a stochastic cost frontier model designed to provide estimates of input-oriented technical efficiency and input allocative efficiency. Their approach exploits the self-duality of the Cobb–Douglas functional form. The stochastic Cobb–Douglas production frontier is

$$
\ln y = \beta_o + \sum_{n} \beta_n \ln x_n + v - u,
$$

(4.2.18)

where producer subscripts are omitted for the moment. As always, $[\beta_o + \sum \beta_n \ln x_n]$ represents the deterministic kernel of the stochastic production frontier $[\beta_o + \sum \beta_n \ln x_n + v]$, and $u \geq 0$ represents output-oriented technical inefficiency. If the producer is assumed to seek to minimize the cost $E = \Sigma w_v x_v$ of producing its chosen rate of output, then the first-order conditions for the cost minimization problem can be expressed as the system of equations consisting of equation (4.2.18) and the $(N - 1)$ first-order conditions

$$
\ln \left( \frac{x_i}{x_n} \right) = \ln \left( \frac{\beta_i w_i}{\beta_n w_n} \right), \quad n = 2, \ldots, N.
$$

(4.2.19)

Input allocative inefficiency can be introduced by converting equation (4.2.19) to

$$
\ln \left( \frac{x_i}{x_n} \right) = \ln \left( \frac{\beta_i w_i}{\beta_n w_n} \right) + \eta_i, \quad n = 2, \ldots, N.
$$

(4.2.20)

The terms $\eta_i$ represent input allocative inefficiency for the input pair $x_i$ and $x_n$. Since an input can be over- or underutilized relative to input $x_i$, individual $\eta_i$ can take on positive, zero, or negative values. The direction and magnitude of the input allocative inefficiency involving inputs $x_n$ and $x_i$ is given by the ratio $(\eta_i/\eta_n)$. A producer is allocatively efficient in its input use if, and only if, $\eta_i = 0$, $n = 2, \ldots, N$. 
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Equations (4.2.18) and (4.2.20) incorporate both output-oriented technical inefficiency and input allocative inefficiency, and they can be used to solve for the input demand equations, which are given by

\[
\ln x_1 = \ln k_1 + \frac{1}{r} \ln y + \sum_{n=1}^{r} \beta_n \ln \left( \frac{w_n}{w_1} \right) - \frac{1}{r} (v - u) \\
\ln x_n = \ln k_n + \frac{1}{r} \ln y + \sum_{n=1}^{r} \beta_n \ln \left( \frac{w_n}{w_1} \right) - \frac{1}{r} (v - u), \quad n = 2, \ldots, N, \tag{4.2.21}
\]

where \( r = \Sigma_n \beta_n \) provides a measure of returns to scale in production and

\[ k_n = \beta_n \exp \{ \beta_n \prod_n \beta_n^{k_n} \}^{1/r}, \quad n = 1, \ldots, N. \]

The first three terms on the right-hand sides of equations (4.2.21) are the deterministic kernels \( \ln x_1(\ln y, \ln w; \beta) \) and \( \ln x_n(\ln y, \ln w; \beta), \quad n = 2, \ldots, N \), respectively, of the stochastic cost-minimizing input demand equations. The stochastic cost-minimizing input demand equations are given by \( [\ln x_1(\ln y, \ln w; \beta) - v/r] \) and \( [\ln x_n(\ln y, \ln w; \beta) - v/r], \quad n = 2, \ldots, N \), respectively. Actual input demands differ from stochastic cost-minimizing input demands due to the presence of both technical inefficiency and input allocative inefficiency.

The impact of technical inefficiency on input demands is given by the terms \((+u/r)\) in each demand equation. Since \( u \geq 0 \), technical inefficiency increases demand for each input by \((+u/r)\) percent. Technical inefficiency being neutral with respect to input usage, its impact is uniform across input demands. Notice that the output-oriented technical inefficiency \((-u)\) appearing in the production frontier introduced in equation (4.2.18) has been converted to input-oriented technical inefficiency \((+u/r)\) in the input demand equations derived in equations (4.2.21), with the conversion factor being provided by the reciprocal of the magnitude of scale economies, as measured by the degree of homogeneity of the production frontier. The change of sign reflects the fact that production of less than maximum output corresponds to usage of more than minimum inputs.

The impact of input allocative inefficiency on input demand is given by the term \([\Sigma_n (\beta_n/r) \eta_n] \) in the demand equation for \( x_1 \), and by the term \([\Sigma_n (\beta_n/r) \eta_n - \eta_n] \) in the demand equations for the remaining inputs. Since the signs of individual \( \eta_n \)'s are not known a priori, it is not possible to say whether demand for a particular input will be increased or reduced by input allocative inefficiency. This can be determined only by estimating the \( \eta_n \)’s.

From the input demand equations (4.2.21) we derive an expression for total expenditure \( E = \Sigma_n w_n x_n \). This expression incorporates both the cost of technical inefficiency and the cost of input allocative inefficiency, and is given by

\[
\ln E = K + \frac{1}{r} \ln y + \sum_{n=1}^{r} \frac{\beta_n}{r} \ln w_n - \frac{1}{r} (v - u) + (A - \ln r), \tag{4.2.22}
\]

where

\[ K = \ln \left[ \sum_n k_n \right] = \ln r - \frac{\beta_0}{r} - \frac{1}{r} \ln \left[ \prod_n \beta_n^{k_n} \right], \]

\[ A = \sum_{n=1}^{r} \left( \frac{\beta_n}{r} \right) \eta_n + \ln \left[ \beta_1 + \sum_{n>1} \beta_n \exp \{-\eta_n\} \right]. \]

The first three terms on the right-hand side of equation (4.2.22) constitute the deterministic kernel \( \ln c(\ln y, \ln w; \beta) \) of the stochastic cost frontier \( [\ln c(\ln y, \ln w; \beta) - v/r] \). Actual expenditure exceeds minimum cost for either or both of two reasons. The term \((+u/r)\) measures the cost of output-oriented technical inefficiency, and attains its minimum value if, and only if, \( u = 0 \). The term \((A - \ln r)\) measures the cost of input allocative inefficiency, and attains its minimum value if, and only if, \( \eta_1 = \cdots = \eta_N = 0 \).

We now consider how to estimate the magnitudes and costs of technical and input allocative inefficiency in the Cobb-Douglas model. It is possible to estimate the cost frontier given in equation (4.2.22), and to use the JLMS technique to estimate the separate effects on expenditure of total cost inefficiency \((u/r) + (A - \ln r)\) and noise. But it is not possible to disentangle the contribution of technical inefficiency from that of input allocative inefficiency; the
composed error term is simply intractable. It is also possible to estimate the system of input demand equations given in equations (4.2.21), but the error terms in these equations are also so complicated as to make it impossible to disentangle the effects of technical and input allocative inefficiency. The procedure suggested by Schmidt and Lovell is to estimate the system of first-order conditions for cost minimization given in equations (4.2.18) and (4.2.20), since the error terms in these equations are simple. Adding a producer subscript and rearranging equations (4.2.20), this system becomes

$$\ln y_i = \beta_0 + \sum \beta_n \ln x_{ni} + v_i - u_i,$$

$$\ln \left( \frac{x_{ni}}{x_i} \right) = \ln \left( \frac{\beta_n}{\beta_0} \right) - \ln \left( \frac{w_{ni}}{w_i} \right) - \eta_i,$$

$$n = 2, \ldots, N, i = 1, \ldots, I.$$  \hspace{1cm} (4.2.23)

This system is estimated using maximum likelihood techniques, since the error term in the production frontier is composed of noise and technical inefficiency, and as we saw in Chapter 3, decomposition of this error term is facilitated by the imposition of distributional assumptions on its two components. Four features of this system are noteworthy: (i) Inputs are endogenous, and output and input prices are exogenous; (ii) technical inefficiency is producer specific, and input allocative efficiency is also producer specific for each input pair; (iii) technical inefficiency is not transmitted to the last \((N - 1)\) first-order conditions; and (iv) noise does not appear in the input mix equations. Although technical inefficiency increases the demand for all inputs, it does so equiproportionally, so that the ratios of input demands in the first-order conditions are unaffected by technical inefficiency. Consequently we shall assume that the error term in the production frontier is statistically independent of the error terms in the first-order conditions.

We make the following distributional assumptions on the error terms:

(i) \(v_i \sim \text{iid } N(0, \sigma_v^2)\).

(ii) \(u_i \sim \text{iid } N(0, \sigma_u^2)\).

(iii) \(\eta_i = (\eta_{n1}, \ldots, \eta_{nI})' \sim \text{iid } N(0, \Sigma)\).

(iv) \(v_i\) is distributed independently of \(u_i\), and each of them is distributed independently of the elements of \(\eta_i\).

With these distributional assumptions, the joint density function of the error vector \([(v - u), \eta']'\) for a single observation can be written as \(f(\varepsilon, \eta) = f(\varepsilon) f(\eta)\), where \(\varepsilon = v - u\), the density function \(f(\varepsilon)\) is given in equation (3.2.23), and \(f(\eta)\) is the density function of a multivariate normal variable given by

$$f(\eta) = (2\pi)^{-N/2} |\Sigma|^{-1/2} \exp \left\{ -\frac{1}{2} (\eta' \Sigma^{-1} \eta) \right\}. \hspace{1cm} (4.2.24)$$

Thus the log likelihood function is

$$\ln L = \text{constant} + \sum_i \ln f(\varepsilon_i) + \sum_i \ln f(\eta_i) + I \ln r$$

$$= \text{constant} - I \ln \sigma - \frac{I}{2} \ln |\Sigma| + I \ln r$$

$$- \frac{1}{2} \sum_i \left[ \eta_i' \Sigma^{-1} \eta_i + \left( \frac{1}{\sigma^2} \right) \varepsilon_i^2 \right] + \sum_i \left[ 1 - \Phi \left( \frac{\varepsilon_i}{\sigma} \right) \right]. \hspace{1cm} (4.2.25)$$

where

$$\varepsilon_i = \ln y_i - \beta_0 - \sum \beta_n \ln x_{ni},$$

$$\eta_i = \left[ \begin{array}{c} -\ln \left( \frac{x_{n1}}{x_i} \right) + \ln \left( \frac{\beta_1}{\beta_0} \right) - \ln \left( \frac{w_{n1}}{w_i} \right) \\
-\ln \left( \frac{x_{n2}}{x_i} \right) + \ln \left( \frac{\beta_2}{\beta_0} \right) - \ln \left( \frac{w_{n2}}{w_i} \right) \\
\vdots \\
-\ln \left( \frac{x_{nI}}{x_i} \right) + \ln \left( \frac{\beta_I}{\beta_0} \right) - \ln \left( \frac{w_{nI}}{w_i} \right) \end{array} \right],$$

and \(r = \Sigma \beta_0\) is the Jacobian of the transformation from \((\varepsilon, \eta)\) to \((\ln x_{i1}, \ldots, \ln x_{iI})\). As in Chapter 3, \(\lambda = \sigma_v^2/\sigma_u^2, \sigma = (\sigma_v^2 + \sigma_u^2)^{1/2}\), and \(\Phi(\cdot)\) is the cumulative distribution function of a standard normal variable. This log likelihood function can be maximized with respect to the parameters to obtain maximum likelihood estimates of all parameters in the model.

Once the parameters have been estimated, information of two sorts is provided. The structure of production technology is characterized by estimated values of \(\beta\) and the \(\beta_n\)'s, and the nature of inefficiency is characterized by estimates of \(u_i\) and the \(\eta_{ni}\)'s. Producer-specific estimates of technical inefficiency can be extracted from the residuals of the production frontier in equations (4.2.23). Following
JLMS, either the mean or the mode of \((u_i | \varepsilon_i)\) can be used to provide an estimate of technical inefficiency, which is then substituted into \(TE_i = \exp[-u_i]\) as usual. Producer-specific estimates of the cost of technical inefficiency are obtained from equation (4.2.22) by means of \(C\overline{TE}_i = \exp[u_i/r]\). Producer-specific estimates of allocative inefficiency are obtained from the residuals of the input mix equations in equations (4.2.23). These residuals are then substituted into the input demand equations (4.2.21) to provide estimates of the impact of allocative inefficiency on the usage of each input. Producer-specific estimates of the cost of allocative inefficiency are obtained by substituting these same residuals into the expression for \((A - \ln r)\) in equation (4.2.22) to obtain \(CAE_i = \exp[A - \ln r]\).

In the system given by equations (4.2.23), the input allocative inefficiencies are treated as elements of a random error vector having zero mean. Thus it is expected that mean input allocative inefficiencies are zero, and this is in contrast to the expectation that mean technical inefficiency is positive, since \(E(u) = \sqrt{2/\pi} \sigma_u\). It is possible to generalize this model to allow the input mix system error vector to have nonzero mean, in which case the input allocative inefficiencies (and their cost) have nonzero expectation. One motivation for such a generalization would be that the data were generated by an environment in which it is to be expected that input allocative inefficiency of a particular type might be present. An example is provided by utilities subject to rate of return regulation, which according to the Averch–Johnson (1962) hypothesis induces them to overinvest in their rate base (capital) inputs relative to their other inputs. Another example is provided by agriculture, in which evidence suggests that in a wide variety of environments farmers use excessive amounts of fertilizers and pesticides relative to other inputs. In each of these situations, and in others as well, it is desirable to allow input allocative inefficiency to be systematic, and then to test the hypothesis that it is not.

We retain the system of equations (4.2.23), and we retain the distributional assumptions imposed previously, with one exception. We replace (iii) with

(iii) \( \eta_i \sim \text{iid } N(\mu, \Sigma)\),

and we follow the same estimation strategy as before. The log likelihood function given in equation (4.2.25) becomes

\[
\ln L = \text{constant} - I \ln \sigma - \frac{1}{2} \ln |\Sigma| + I \ln r - \frac{1}{2} \sum_i (\eta_i - \mu)' \Sigma^{-1} (\eta_i - \mu) + \frac{1}{\sigma^2} \varepsilon_i^2 + \sum_j \left[ 1 - \Phi \left( \frac{\varepsilon_i - \lambda_j}{\sigma} \right) \right]
\]

(4.2.26)

which collapses to the log likelihood function given in equation (4.2.25) if \( \mu = 0 \). This log likelihood function can be maximized with respect to the parameters to obtain maximum likelihood estimates of all parameters, now including the elements of the systematic input misallocation vector \( \mu \). The hypothesis that \( \mu = 0 \), or that any subset of the \( \mu \)s is zero, can be tested by computing a likelihood ratio test statistic in the usual manner. The magnitudes and costs of technical and systematic input allocative inefficiency are calculated as before, recalling that now the \( \eta_i \)s have means of \( \mu_n, n = 2, \ldots, N \).

In both of the preceding models we assumed that the two error components in the production frontier were statistically independent of each other, and of the error terms in the input mix equations. Since \( \nu \) represents the influence of factors beyond the control of producers, it makes sense to assume that \( \nu \) is independent of \( u \) and \( \eta \). However independence of \( u \) and \( \eta \) is a different matter. It is possible to relax this assumption also, and to test the independence between \( u \) and \( \eta \). If there is reason to believe that producers who are relatively technically inefficient are also relatively inefficient in their allocation of inputs, and vice versa. Schmidt and Lovell (1980) developed a model in which technical and input allocative inefficiencies are allowed to be correlated. In such a model distributional assumptions (i) and (ii) are retained, but (iii) [or its restricted version (iii)] and (iv) are replaced by

\[
(\nu) \begin{bmatrix} u \\ \eta \end{bmatrix} \sim N \begin{bmatrix} 0 \\ \mu \end{bmatrix},
\]

where

\[
\Sigma = \begin{bmatrix} \sigma_u^2 & \Sigma_{un} \\ \Sigma'_{un} & \Sigma_{nn} \end{bmatrix}.
\]

Notice that \( u \) is allowed to be correlated not with the \( \eta_i \)s, but with the absolute values of the \( \eta_i \)s. If \( \Sigma_{nn} \neq 0 \), then \( |u| \) and \( \eta \) are
correlated, which implies that $u$ is uncorrelated with $\eta$. However $u$ is positively correlated with $|\eta|$, and this positive correlation holds regardless of the sign of the $n$th element of $\Sigma_n$. If $\Sigma_n = 0$, then $u$ is uncorrelated with $|\eta|$, and we are back to the previous model in which technical and allocative inefficiencies are independently distributed over the sample. This is a testable hypothesis.

In this framework producers who are relatively technically inefficient are also relatively allocatively inefficient, in the sense that their input mixes are farther off their least cost expansion paths, in either direction, than are the producers who are relatively technically efficient. What matters in this framework is not the directions of allocative inefficiencies, but their magnitudes, because it is the magnitudes of allocative inefficiencies which, like technical inefficiency, raise cost.

4.2.2.2 The Multiple-Output Translog Cost System

In the single-output Cobb–Douglas cost system we did not exploit duality theory in the efficiency estimation exercise; we estimated the system of first-order conditions for cost minimization, which were obtained directly from the production frontier. Instead we exploited the self-duality property of the Cobb–Douglas functional form in the efficiency estimation exercise. The ability to express the impact of technical and allocative inefficiency on input demand and total expenditure was the consequence of our ability to express the expenditure and input demand relationships in closed form in terms of the parameters of the production relationship. Very few functional forms have a dual that can be obtained directly from them, and so the strategy adopted in Section 4.2.2.1 is not generally applicable.

In this section we develop a different strategy, one that is based on the (nonfrontier) strategy originally proposed by Christensen and Greene (1976) for estimating the parameters of a translog cost function. We begin by reviewing their strategy, which involves estimating a system of equations based on the cost function and its associated input share equations, and then using the estimated cost function parameters to draw inferences concerning the structure of the underlying, but unknown, production technology. The underlying production technology is unknown because, like most flexible functional forms, the translog cost function has no closed-form dual production or transformation function. We then develop a strategy for converting their cost function to a cost frontier by introducing technical and input allocative inefficiency into the system.

The translog cost function and its associated input cost share equations can be written in deterministic form as

$$\ln E_i = \beta_n + \sum \alpha_m \ln y_{nm} + \sum \beta_m \ln w_{mi} + \frac{1}{2} \sum \sum \alpha_m \ln y_{nm} \ln y_{ji}$$

$$+ \frac{1}{2} \sum \sum \beta_m \ln w_{mi} \ln w_{ji} + \sum \sum \gamma_m \ln w_{mi} \ln y_{nm},$$

$$S_{ni} = \beta_n + \sum \beta_m \ln w_{mi} + \sum \gamma_m \ln y_{nm}, \quad n = 1, \ldots, N,$$

(4.2.27)

where $S_{ni} = \partial \ln E_i / \partial \ln w_{ni} = w_{ni} S_{ni}/E_i$ from Shephard's lemma.

Estimation of the system, rather than just the cost function, adds degrees of freedom and results in more efficient parameter estimates. The system can be estimated by imposing the symmetry and linear homogeneity restrictions listed beneath equation (4.2.15), deleting one input cost share equation (since they sum to unity for each producer), appending additive jointly normally distributed error terms for each remaining equation, and iterating on seemingly unrelated regressions (SUR) until convergence is achieved. Kmenta and Gilbert (1968) have demonstrated that this procedure generates maximum likelihood estimates, and Barten (1969) has demonstrated that these estimates are invariant to which share equation is deleted.

The problem now is to reformulate the system given in equations (4.2.27) into a frontier context. We begin by deleting the first input cost share equation and rewriting the system of $N$ equations as

$$\ln E_i = \ln c(y_i, w_i; \beta) + \gamma + u_i,$$

$$S_{ni} = S_n(y_i, w_i; \beta) + \eta_{ni}, \quad n = 2, \ldots, N$$

(4.2.28)

where $\ln c(y_i, w_i; \beta)$ is the deterministic kernel of the stochastic translog cost frontier, the $S_n(y_i, w_i; \beta)$ are the deterministic kernels of the stochastic translog input cost share equations, and $\beta$ represents the set of all technology parameters appearing in the cost frontier in equations (4.2.27). The error component $u_i$ captures the effect on expenditure of inefficiency, either technical inefficiency or input allocative inefficiency or both, depending on how the $N$ error terms $u_i$ and the $\eta_{ni}$ are interpreted and related. We begin by making the following distributional assumptions on the error terms:
(i) \( v_i \sim \text{iid } N(0, \sigma_v^2) \).

(ii) \( u_i \sim \text{iid } N^r(0, \sigma_u^2) \).

(iii) \( \eta = (\eta_1, \ldots, \eta_n)^T \sim N(0, \Sigma) \).

(iv) \( v \) and \( u \) are distributed independently of each other, and of the elements of \( \eta \).

These assumptions make sense only if allocative efficiency is assumed, so that \( v \) and \( \eta \) represent statistical noise. This is because if \( \eta \) represents allocative inefficiency, it cannot be distributed independently of \( u \), since allocative inefficiency raises cost. However if \( \eta \) represents statistical noise, then \( u \) captures the cost, which is equivalent to the magnitude, of input-oriented technical inefficiency.

Consequently under this assumption the system of equations (4.2.28) provides no more information than does its cost frontier component. Including the share equations provides more efficient parameter estimates, but they may very well be biased by an inappropriate assumption of allocative efficiency. On the other hand, if it is assumed that \( \eta \) represents allocative inefficiency, then \( u \) captures the cost of both technical and allocative inefficiency. Unfortunately, in this case the distributional assumption (iv) makes no sense, because the cost of allocative inefficiency must vary directly with its magnitude, in which case \( u \) and \( \eta \) cannot be statistically independent. It is of course possible to maintain the independence assumption and estimate the model, but failure of independence is likely to lead to inconsistent parameter estimates. And even then, it is not possible to decompose the cost of inefficiency into its two sources.

The dilemma in the preceding paragraph was first noted by Greene (1980b), and so the problem of specifying a sensible translog system that incorporates both technical and allocative inefficiency has come to be known as "the Greene problem." Schmidt (1984) was the first to propose a solution to the problem. He interpreted \( \eta \sim N(0, \Sigma) \) as reflecting allocative inefficiency, and he interpreted \( u = u_T + u_A \) as reflecting the cost of technical \( (u_T) \) and allocative \( (u_A) \) inefficiency, with \( u_T \sim N^r(0, \sigma^2) \). Rather than making a separate distributional assumption on \( u_A \), he specified the cost of allocative inefficiency as a function of \( \eta \). Schmidt proposed \( u_A = \eta^T A \eta \), with \( A \) an \( N \times N \) positive semidefinite matrix. In this formulation \( u_A = 0 \) when \( \eta = 0 \), \( u_A > 0 \) when \( \eta \neq 0 \), and \( u_A \) is positively correlated with the absolute value of each element of \( \eta \). No distributional assumption needs to be made for \( u_A \), since an estimate of \( u_A \) is obtained from estimates of \( \eta \) and estimates of the elements of \( A \). (Although only \( N - 1 \) share equations are included in the system to be estimated, the elements of \( \eta \) sum to zero, so the missing element can be derived residually.)

Schmidt proposed \( A = D^{(N-1)/2} \Sigma^r \), where \( D \) is the product of the nonzero eigenvalues of \( \Sigma \), and \( \Sigma^r \) is the generalized inverse of \( \Sigma \). With this specification of \( A \), maximum likelihood techniques can be used to provide estimates of the parameters of the cost frontier, the magnitudes of allocative inefficiency, and the cost of technical and allocative inefficiency. Schmidt did not provide an empirical application of his procedure.

Melfi (1984) and Bauer (1985) implemented Schmidt's procedure empirically, but to do so they had to simplify the specification of \( A \). Melfi assumed \( A = I \), so that \( u_A \) is the sum of squared input share equation errors. An obvious drawback of this specification is that \( u_A \) is forced toward zero. Bauer generalized Melfi's specification by allowing \( A \) to be a positive semidefinite diagonal matrix whose elements are treated as \( (N - 1) \) additional parameters to be estimated; in this formulation \( u_A \) is a weighted sum of squared input share equation errors. Once distributional assumptions are made for \( v \) and \( \eta \), the translog cost frontier system can be estimated by maximum likelihood; the log likelihood function appears in Bauer (1990b).

Kumbhakar (1991) suggested a specification similar to Bauer's, but which incorporates no additional parameters to be estimated. He required that \( \eta_i = \partial u_i / \partial \ln w_n, n = 2, \ldots, N \), so that input share equation errors are related to the cost of input allocative inefficiency, just as the input share equations themselves are related to the cost frontier, by way of Shephard's lemma. He then showed that the relationship \( u_A = \eta^T A \eta \) can be written as \( u_A = \eta^T K \eta^* \), where \( \eta^* = (\eta_1, \ldots, \eta_{N-1}) \) and \( K \) is a symmetric \( (N - 1) \times (N - 1) \) matrix. Now \( \partial (\eta^T K \eta^*) / \partial \ln w_n = \eta_n \) if

\[
-\sum_n k_{0n} \beta_n = -\frac{1}{2} \quad \text{and} \quad \sum_n k_{0n} \beta_n^* = 0 \quad \text{if } h \neq k, \quad (4.2.29)
\]

where \([k_{0n}]\) is the \( K \) matrix and \([\beta_n^*]\) is the matrix of coefficients on \( [\ln w_n, \ln w_n] \) in the translog cost frontier, with the last row and column deleted. These conditions can be expressed in matrix form as \( K \beta^* = \)
\(-\frac{1}{2}I\), where \(\beta^*\) is the \([\beta_{ni}^*]\) matrix and \(I\) is the identity matrix of order \((N-1)\). Thus the solution for \(K\) is \(K = -\frac{1}{2}\beta^{*-1}\) and we have \(u_i = -\frac{1}{2}\eta_i^*\beta^*\eta^*\). In contrast to the previous specifications, there are no additional parameters to be estimated. However for \(K\) to be a positive semidefinite matrix, \(\beta^{*-1}\) must be negative semidefinite, and even concavity of the cost frontier in input prices does not guarantee that \(\beta^{*-1}\) is negative semidefinite.

An obvious drawback of all three specifications is that \(\eta\) represents pure allocative inefficiency; there is no noise in the input share equations. Ferrier and Lovell (1990) provided an extension of Bauer's specification by allowing \(\eta_{ni} = \eta_{ni} + \xi_{ni}\). In their specification \(\eta_{ni}\) is the error in the \(n\)th share equation; \(\eta_{ni}\) represents allocative inefficiency in the use of the \(n\)th input, and \(\xi_{ni}\) represents noise in the \(n\)th input share equation. Unfortunately in this specification allocative inefficiency varies across inputs, but not across producers; this is the price to be paid for introducing noise into the input share equations. Consequently in this specification the cost of allocative inefficiency, \(u_i = \eta_i^*\lambda_i\), is the same for all producers. If distributional assumptions are made for \(\nu, \eta_i, \xi, \) and \(\lambda\), and if \(\lambda\) is specified as an \(N \times N\) positive semidefinite diagonal matrix, maximum likelihood techniques can be used to obtain estimates of all parameters in the model, and to estimate magnitudes and costs of producer-specific technical inefficiency and allocative inefficiency, which is common to all producers. Ferrier and Lovell assumed that \(u_i \sim N(0, \sigma^2)\) and \(\eta_{ni} \sim N(\eta_{ni}, \sigma_{ni}^2)\). An alternative way of introducing persistent allocative inefficiency into the model would be to delete the cross-equation parameter equality restrictions on the \(\beta_n\) in equations (4.2.27). This would leave the \(\beta_n\) in the expenditure equation, but the intercept in the \(n\)th input cost share equation would become \((\lambda_n + \eta_{ni})\), \(n = 2, \ldots, N\). It would then be possible to test the hypothesis of no allocative inefficiency by testing the hypothesis that the \(N - 1\) input cost share equation intercepts are jointly equal to the corresponding expenditure equation slope parameters.

### 4.2.3 Decomposing Cost Inefficiency

In Section 4.2.1 we showed that in a single-equation cost frontier model it is possible to estimate the cost of overall (the sum of technical and input allocative) inefficiency, but that it is not possible to decompose estimated cost inefficiency into its technical and allocative components. In Section 4.2.2 we showed that, under certain conditions, in a simultaneous-equation cost frontier model it is possible to estimate the magnitude as well as the cost of input allocative inefficiency, and to estimate both the cost and the magnitude of technical inefficiency. The conditions sufficient for a decomposition include either restrictions on the number of outputs and the functional form of the cost frontier (the self-dual, single-output Cobb–Douglas form considered in Section 4.2.2.1) or restrictions on the structure of the disturbance terms in the model (the multiple-output translog cost frontier considered in Section 4.2.2.2). In both cases the ability to decompose the estimated cost of overall inefficiency into its sources comes not from having a system of equations rather than a single equation, but from imposing restrictive assumptions and having additional data, the input quantities or the input cost shares. This suggests that with such data in hand, it may always be possible to decompose cost inefficiency, without having to make such restrictive assumptions. Färe and Primont (1996) have demonstrated that this is indeed true analytically, and several authors have achieved such an analytical decomposition within a translog stochastic cost frontier framework. However successful empirical implementation of the decomposition has proved elusive.

The argument that the availability of input quantity or cost share data does permit the decomposition of cost inefficiency originated with Kopp and Diewert (1982) and Zieschang (1983), and was revisited by Mensah (1994). Their argument is intuitively appealing and analytically correct. However as a practical matter their argument is flawed. We will return to the flaw after outlining their analytical argument.

Figure 4.1 provides an illustration of the problem. A producer uses input vector \(x\) to produce output vector \(y\), and faces input price vector \(w\). The producer's actual cost is \(E = w'x\), and the producer's minimum cost is \(c(y, w; \beta) = w'x^*\). The producer's cost efficiency is thus \(CE = w'x*/w'x = c(y, w; \beta)/w'x\). The problem is to decompose cost inefficiency into its technical and allocative components. The cost (and magnitude) of input-oriented technical inefficiency is \(CTI = w'x'/w'x\), and the cost of allocative inefficiency is \(CAI = w'x*/w'x' = c(y, w; \beta)/w'x'\). Thus the decomposition problem boils down to one of finding the two unobserved input quantity vectors \(x^*\) and \(x'\).
Finding the cost-efficient input quantity vector \( x^* \) is easy. From Shephard’s lemma, \( x^* = \nabla_w c(y, w; \beta) \), and this can be determined even in a single-equation model and even without input quantity data. Finding the technically efficient, but allocatively inefficient, input quantity vector \( x' \) is the problem. However, it is clear from Figure 4.1 that \( x' = \nabla_w c(y, w'; \beta) \) for some unobserved input price vector \( w' \). Now the decomposition problem boils down to one of finding the unobserved input price vector \( w' \), from which Shephard’s lemma generates the unobserved input quantity vector \( x' \).

Kopp and Diewert demonstrated that \( w' \) and \( x' \) can be derived by solving the system of \((2N-1)\) equations

\[
\frac{x'_n}{x'_1} - \frac{x_n}{x_1} = 0, \quad n = 2, \ldots, N, \\
x' = \nabla_w c(y, w'; \beta) = 0
\]

in the \(2N\) variables \((w', x')\). The first set of conditions requires \( x' \) to have the same input mix as \( x \), and the second set of conditions requires \( x' \in \text{Isoq } L(y) \). The system is closed with a normalizing condition on \( w' \), such as \( w'_1 = 1 \), since only relative input prices are required to determine \( x' \). Kopp and Diewert obtained a solution to the system of equations (4.2.30) by using numerical techniques to find the values of the unknown variables \((w', x')\) that minimize the sum of squared differences.

Zieschang simplified the system of \((2N-1)\) equations to the system of \((N-1)\) equations

\[
\frac{\partial c(y, w'; \beta)}{\partial w'_n} - \frac{x_n}{x_1} = 0, \quad n = 2, \ldots, N, \quad (4.2.31)
\]

which is to be solved for \((w'_n/w'_1)\). Once the \((w'_n/w'_1)\) are determined, it follows that \( w' = (1, w'_2/w'_1, \ldots, w'_N/w'_1)/[x_1 + \Sigma_{n=1}^{N}(w'_n/w'_1)x_n] \). Finally, \( x' = \nabla_w c(y, w'; \beta) \). The computational advantage of the system (4.2.31) over the system (4.2.30) increases with \( N \).

Mensah showed that the unknown input price vector \( w' \), and hence the unknown input quantity vector \( x' \), could be obtained by solving the system of \( N \) equations

\[
w'_n - w_n \left[ \frac{\partial \ln c(y, w'; \beta)}{\partial \ln w'_n} \right] = 0, \quad n = 1, \ldots, N. \quad (4.2.32)
\]

Thus the Mensah approach involves inferring \( w' \) from \( w \) by scaling each element of \( w \) by the ratio of its cost-minimizing input share when input prices are \( w' \) to its actual cost share when input prices are \( w \).

Each of these solution procedures is analytically elegant, although each procedure requires the numerical solution of a system of nonlinear equations to derive an estimate of the unobserved input price vector \( w' \). Particularly as \( N \) and \( M \) become large, concerns about the rate at which the system converges to a solution, about the nonnegativity of the solution, and about the existence of multiple local optimal solutions become relevant. There is some empirical evidence that solutions for \( w' \) can contain negative elements, or can generate negative costs of either technical or allocative inefficiency, neither of which makes any economic sense. An example of the former problem is reported by Kopp and Diewert, and several examples of the latter problem are reported by Berger and Humphrey (1991). As a way of avoiding such difficulties, Mensah proposed a linear approximation to the nonlinear system (4.2.32). The linear approximation is given by

\[
w'_n - w_n \left[ \frac{\partial \ln c(y, w'; \beta)}{\partial \ln w'_n} \right]_{w_n, x_n/w'_1} x = 0, \quad n = 1, \ldots, N. \quad (4.2.33)
\]

The approximation replaces cost-minimizing input cost shares when input prices are \( w' \) with cost-minimizing input cost shares when input prices are \( w \). Mensah reports empirical evidence that the approximate solution for \( w' \) obtained from equation (4.2.33), and the implied
decomposition of cost inefficiency into its technical and allocative components are very close to the nonlinear solution for \( w' \) obtained from equation (4.2.32) and its implied decomposition.

Unfortunately each of the procedures outlined previously has an additional empirical shortcoming: Each is based on a knowledge of the cost frontier \( c(y, w; \beta) \), perhaps with \( w' \) replacing \( w \). However \( c(y, w; \beta) \) is unknown, and must be estimated prior to the decomposition of cost inefficiency, and estimation of \( c(y, w; \beta) \) when both technical and allocative inefficiency are present is a formidable problem, as we have indicated. Indeed this problem may be the source of the numerical difficulties mentioned previously. Thus although these “solutions” are analytically correct, they do not solve the fundamental econometric problem of formulating and estimating a translog cost system in the presence of both types of inefficiency because they fail to incorporate statistical noise in an econometrically consistent fashion. The Greene problem is an econometric problem, not an analytical problem. These three studies demonstrate that the analytical problem has been solved. However the econometric problem remains.

In the models discussed in Section 4.2.2.2 allocative inefficiency is modeled in an ad hoc fashion. Each of these specifications appeals to the fact that allocative inefficiency increases cost, and a quadratic expression involving allocative inefficiency is added to the expenditure equation to represent the cost increase due to allocative inefficiency. In these specifications the cost of allocative inefficiency is independent of output quantities and input prices. Kumbhakar (1997) has introduced allocative inefficiency in a theoretically and econometrically consistent manner, by adapting the Schmidt and Lovell (1979) Cobb–Douglas production frontier specification to the translog cost frontier framework. Although he worked out the details for a translog cost frontier system, his approach is applicable to any cost frontier.

A cost frontier incorporating both technical and allocative inefficiency can be expressed as

\[
\ln E = \ln c(y, w; \beta) + v + u_T + u_n,  
\]

where \( c(y, w; \beta) \) is the deterministic kernel of the stochastic cost frontier, \( v \) is a stochastic noise error component, the error component \( u_T \geq 0 \) represents the cost of input-oriented technical inefficiency, and

\[
\frac{f_s(x; \beta)}{f_i(x; \beta)} = \frac{w_s}{w_i} \exp(\eta_s) = \frac{w^*_s}{w^*_i}, \quad n = 2, \ldots, N,  
\]

where \( f_s(x; \beta) \) is the production frontier dual to \( c(y, w; \beta) \). It can be shown that

\[
u_A = \ln c(y, w^*; \beta) - \ln c(y, w; \beta) + \ln G,  
\]

where \( w^* = (w_1, w_2, \ldots, w_N) \) and

\[
G = \sum_n \left[ \frac{\partial \ln c(y, w^*; \beta)}{\partial \ln w^*_n} \right] \exp(-\eta_n) = \sum_n S_n(y, w^*; \beta) \cdot \exp(-\eta_n). 
\]

The input cost share equations associated with the expenditure equation (4.2.34) are

\[
\frac{w_s}{E} \cdot \frac{S_n(y, w^*; \beta)}{G \cdot \exp(\eta_n)} = S_n(y, w; \beta) + A_n,  
\]

where

\[
A_n = \frac{S_n(y, w^*; \beta)}{G \cdot \exp(\eta_n)} - S_n(y, w; \beta) \quad n = 1, \ldots, N.  
\]

If \( c(y, w^*; \beta) \) is assumed to take the translog form, then

\[
u_A = \ln G + \sum_n \gamma_n \ln w_{n} + \sum_n \beta_n \ln \eta_n + \frac{1}{2} \sum_n \sum_k \gamma_{nk} \ln \eta_n \ln \eta_k,  
\]

where

\[
A_n = \left[ S_n(y, w; \beta) \cdot (1 - G \cdot \exp(\eta_n)) + \sum_m \beta_{nm} \eta_m \right] / G \cdot \exp(\eta_n), \quad n = 1, \ldots, N,  
\]

\[
G = \sum_n \left[ \beta_n + \sum_k \beta_{nk} \ln w^*_k + \sum_m \gamma_{mn} \ln y_m \right] \exp(-\eta_n).  
\]
The translog cost system can be estimated using maximum likelihood techniques under the distributional assumptions:

(i) \( v \sim \text{iid } N(0, \sigma_v^2) \).

(ii) \( u_T \sim \text{iid } N(0, \sigma_u^2) \).

(iii) \( \xi \sim \text{iid } N(0, \Sigma) \).

Here \( \xi = (\xi_1, \ldots, \xi_N)' \) and \( \Sigma \) is an \( N \times N \) positive semidefinite matrix. Although these distributional assumptions were also made by Ferrier and Lovell, the present model incorporates allocative inefficiency in a more sophisticated fashion than does their model.

Once the parameters are estimated, estimates of the cost of allocative inefficiency can be obtained from \( u_A \) in equation (4.2.37). Note that although the magnitudes of allocative inefficiency are assumed to be invariant across producers, estimates of the cost of allocative inefficiency are producer specific. This is because \( u_A \) depends on output quantities and input prices. Estimates of \( u_T \), which is also producer specific, can be obtained from estimates of \( (v + u_T) \) using the JLM estimator decomposition.

A less efficient but computationally simpler way of estimating the translog cost system is to use a two-step procedure. In the first step the input cost share equations are estimated using iterated SUR. This procedure does not require the normality assumption on \( \xi \). However the input cost share equations do not contain all the parameters of the translog cost frontier. The remaining parameters, and the parameters associated with the distributions of \( v \) and \( u_T \), are estimated in the second step. In the second step distributional assumptions are imposed on \( v \) and \( u_T \), and maximum likelihood techniques are used to estimate the remaining parameters.

We conclude this section on a somewhat pessimistic note. It appears that the Greene problem has yet to be satisfactorily resolved. The strategy initiated by Schmidt (1984), and modified by Melfi (1984), Bauer (1985), and Kumbhakar (1991), provides a solution to the problem, but at the cost of assuming that there is no noise in the input share equations. The strategy proposed by Ferrier and Lovell (1990) also provides a solution to the problem, but at the considerable cost of assuming that allocative inefficiency and its cost vary across inputs but not across producers. The strategy proposed by Kopp and Diewert (1982), Zieschang (1983), and Mensah (1994) does...
not embed the translog system within a sensible stochastic framework, and requires the numerical solution of a system of nonlinear equations. The procedure developed by Kumbhakar (1997) is analytically elegant and econometrically tractable. At the cost of assuming that the magnitudes of allocative inefficiency are invariant across producers, the model accommodates random noise in the input cost share equations as well as in the cost frontier equation. And although the magnitudes of allocative inefficiency are invariant across producers, their impacts on input cost shares and on expenditure do vary across producers.

4.3 PANEL DATA COST FRONTIER MODELS

The disadvantages of having only cross-sectional data with which to estimate technical efficiency relative to a stochastic production frontier were noted at the beginning of Section 3.3. Each of these disadvantages carries over to the estimation of cost efficiency relative to a stochastic cost frontier in a single-equation model. The fundamental problem is that in a single cross section we get to observe each producer only once, and this severely limits the confidence we have in our (technical or cost) efficiency estimates. In the cross-sectional environment of Section 4.2, data limitations required the imposition of two types of assumptions and still left us with problems:

(i) Maximum likelihood estimation of a stochastic cost frontier, and the subsequent decomposition of the residual into cost inefficiency and statistical noise, both rest on strong distributional assumptions on each error component.

(ii) Maximum likelihood estimation also requires an assumption that the cost inefficiency error component be independent of the regressors—output quantities and input prices, and perhaps quasi-fixed input quantities as well. However it is frequently argued that a principal cause of cost inefficiency is large size; if this is true, it would cast into question the validity of the independence assumption.

(iii) The JLMS technique can be applied to the estimation of cost efficiency, but the estimator is not consistent as \( I \to +\infty \).

It is possible to overcome each of these problems if we have access to panel data. The expanded range of estimation procedures discussed in Section 3.3 is equally applicable to the estimation of stochastic cost frontier models. Maximum likelihood estimation remains feasible, and it is a popular option, its distributional and independence assumptions notwithstanding. However fixed-effects and random-effects approaches are also available in a panel data context, and they have certain advantages over maximum likelihood techniques.

Strategies for the estimation of single-equation stochastic cost frontier models in the presence of panel data are virtually identical to those developed for the estimation of stochastic production frontier models. All that is required is to change the sign of the appropriate error component. Consequently Section 4.3.1 is brief, since all essential details appear in Section 3.3. There is no counterpart in Chapter 3 to simultaneous-equation cost frontier models. Consequently Section 4.3.2 is new, although the extension of cross-sectional cost frontier systems to panel data cost frontier systems is straightforward.

4.3.1 Single-Equation Cost Frontier Models

We assume that we have observations on a panel of \( I \) producers through \( T \) time periods. The panel need not be balanced, although to conserve on notation we shall assume that it is. Also to conserve on notation, we assume that the deterministic kernel of the stochastic cost frontier takes the single-output Cobb–Douglas form. The extension to multiple outputs and to flexible functional forms is straightforward. Finally, we assume initially that cost efficiency is time invariant. Armed with these assumptions, we express the cost frontier model as

\[
\ln E_v = \beta_v + \beta_v \ln y_v + \Sigma \beta \ln w_{un} + \nu_v + \mu_v, \tag{4.3.1}
\]

where \( \nu_v \) represents random statistical noise, \( u_t \geq 0 \) represents time-invariant cost inefficiency, and \( \Sigma \beta = 1 \) ensures homogeneity of degree +1 of the cost frontier in input prices.

If we assume that the \( \nu_v \) are iid \((0, \sigma^2)\) and are uncorrelated with the regressors, none of which is time invariant, and if we make no
distributional or independence assumption on the \( u_t \), equation (4.3.1) can be estimated by means of a fixed-effects approach. Rewriting equation (4.3.1) as

\[
\ln E_t = \beta_0 + \beta_1 \ln y_t + \sum_\beta \beta_i \ln w_{mt} + v_{it},
\]

(4.3.2)

where the \( \beta_{it} = \beta_i + u_i \) are producer-specific intercepts, the model can be estimated by LSDV. After estimation the cost frontier intercept is estimated as \( \overset{\hat{}}{\beta}_i = \min \{ \beta_{it} \} \) and the \( u_i \) are estimated from \( \overset{\hat{}}{u}_i = \bar{\beta}_i - \beta_i \geq 0 \). Finally, producer-specific estimates of cost efficiency are obtained from \( CE_t = \exp[-\overset{\hat{}}{u}_i] \). In the fixed-effects model at least one producer has \( CE_i = 1 \), and the remaining producers have \( CE_i < 1 \). Estimates of cost efficiency are consistent as \( I \to \infty \) and \( T \to \infty \).

If instead we assume that the \( u_i \) are randomly distributed with constant mean and variance, but are uncorrelated with the \( v_{it} \) and with the regressors, and if we assume that the \( v_{it} \) have zero expectation and constant variance, we can incorporate time-invariant regressors into the model and use a random-effects approach to estimate equation (4.3.1). Rewriting equation (4.3.1) as

\[
\ln E_t = \beta^*_0 + \beta_1 \ln y_t + \sum_\beta \beta_i \ln w_{mt} + v_{it} + u^*_t,
\]

(4.3.3)

where \( \beta^*_0 = [\bar{\beta}_i + E(u_t)] \) and \( E(u_t) = E[u_t - E(u_t)] = 0 \), the model can be estimated by GLS. After estimation of equation (4.3.3), an estimate of \( u^*_t \) is obtained from the regression residuals by means of \( \overset{\hat{}}{u}^*_t = \frac{1}{T} \sum \ln E_t - \bar{\beta}^*_0 \ln y_t - \sum_\beta \bar{\beta}_i \ln w_{mt} \), from which we obtain \( \overset{\hat{}}{u}_t = \bar{\beta}^*_0 + \beta^*_0 \ln y_t - \sum_\beta \beta_i \ln w_{mt} \). These estimates are also consistent as \( I \to \infty \) and \( T \to \infty \).

The GLS estimator hinges on the assumption that the random effects (the \( u_t \)) are uncorrelated with the regressors, whereas the LSDV estimator does not. However since GLS allows for the inclusion of time-invariant regressors, it is desirable to test the independence hypothesis. As in Chapter 3, a Hausman–Taylor (1981) test procedure can be applied here. If an independence assumption is warranted, and if one is willing to make distributional assumptions on \( v \) and \( u \), maximum likelihood techniques can be employed to estimate the parameters of equation (4.3.1). The appeal of MLE is that it should produce more efficient parameter estimates than either LSDV or GLS, since it exploits distributional information that the other estimators do not. MLE proceeds exactly as in Section 3.3.1 (with many sign changes, since here \( \varepsilon = v + u \), whereas there

\( \varepsilon = v - u \)) and exactly as in Section 4.2.1 (with time subscripts added to producer subscripts where appropriate).

We now sketch the MLE procedure, omitting details. We make the following assumptions on the error components in the stochastic cost frontier model given in equation (4.3.1):

(i) \( v_0 \sim \text{iid} N(0, \sigma^2_v) \)

(ii) \( u_0 \sim \text{iid} N(0, \sigma^2_u) \)

(iii) \( u_t \) and \( v_t \) are distributed independently of each other, and of the regressors.

The marginal density function \( f(v) = f(v + u) \) is the same as the marginal density function \( f(v) = f(v - u) \) given in equation (3.3.1), except for a change in sign in the definition of \( \mu_v \). The log likelihood function for a sample of \( I \) producers, each observed for \( T \) periods of time, becomes

\[
\ln L = \text{constant} - \frac{I(T-1)}{2} \ln \sigma^2_v - \frac{1}{2} \ln(\sigma^2_v + T \sigma^2_u) \]

\[ + \sum \ln \left[ 1 - \Phi\left( \frac{\mu_v}{\sigma_v} \right) - \frac{\varepsilon \varepsilon}{\sigma_v^2} \right] + \frac{1}{2} \sum \left( \frac{\mu_v}{\sigma_v} \right)^2,
\]

(4.3.4)

where \( \mu_v = T \sigma_v^2 \varepsilon / (\sigma^2_v + T \sigma^2_u) \) and \( \sigma^2_v = \sigma^2_v \sigma^2_v / (\sigma^2_v + T \sigma^2_u) \). This log likelihood function can be maximized with respect to the parameters to obtain maximum likelihood estimates of \( \beta \), \( \sigma^2_v \), and \( \sigma^2_u \).

The conditional distribution of \( (u|v) \) is

\[
f(u|v) = \frac{1}{(2\pi)^{1/2} \sigma_v [1 - \Phi(\mu_v/\sigma_v)]} \exp \left[ -\frac{(u - \mu_v)^2}{2\sigma^2_v} \right],
\]

(4.3.5)

which is the density function of a variable distributed as \( N(\mu_v, \sigma^2_v) \). Either the mean or the mode of this distribution can be used as a point estimator of cost efficiency, and we have

\[
E(u|v) = \mu_v + \sigma_v \frac{\phi(\mu_v/\sigma_v)}{1 - \Phi(-\mu_v/\sigma_v)},
\]

(4.3.6)

and

\[
M(u|v) = \begin{cases} \mu_v & \text{if } \varepsilon \geq 0, \\ 0 & \text{otherwise}, \end{cases}
\]

(4.3.7)
respectively. These estimators are consistent as \( T \to +\infty \). Either can be substituted into \( CE_i = \exp(-u_i) \) to obtain producer-specific estimates of time-invariant cost efficiency. An alternative estimator is provided by the minimum squared error predictor

\[
E(\exp[-u_i] | e_i) = \frac{1 - \Phi(-\mu_{z_i} / \sigma_z)}{1 - \Phi(-\mu_{u_i} / \sigma_u)} \exp\left[ -\mu_{u_i} + \frac{1}{2} \sigma_u^2 \right]. \tag{4.3.8}
\]

Confidence intervals for any of these estimators can be constructed exactly as in the cross-sectional maximum likelihood model, with the appropriate changes in notation.

The longer the panel, the less tenable is the assumption that cost efficiency is time invariant. All three estimation procedures, LSDV, GLS, and MLE, can be modified to accommodate time-varying cost efficiency, exactly as they were in Section 3.3.2 in the estimation of technical efficiency. The only changes involve raising instead of lowering intercepts for cost-inefficient producers in the case of LSDV and GLS, and some sign changes in the case of MLE. We leave the details to the reader.

### 4.3.2 Simultaneous-Equation Cost Frontier Models

As we noted at the outset of Section 4.2.2 in a cross-sectional context, simultaneous-equation cost frontier models offer the possibility of generating more information than single-equation cost frontier models. While single-equation models can provide estimates of the cost of input-oriented inefficiency, simultaneous-equation models can in principle provide estimates of the separate costs of technical and allocative inefficiency. However we also noted that a fully satisfactory econometric specification of a simultaneous-equation model remains to be developed. We also noted at the outset of Section 4.3 that the advantage of having access to panel data is that we get to observe producers more than once. This enables us to relax restrictive distributional and independence assumptions, and to obtain consistent estimates of cost efficiency. Consequently having access to panel data with which to estimate a simultaneous-equation cost frontier system combines the best of both worlds, and offers the best opportunity to solve the Greene problem.

---

**Panel Data Models**

We consider two models, the single-output Cobb–Douglas model discussed in Section 4.2.2.1 and the multiple-output translog model discussed in Section 4.2.2.2. The Cobb–Douglas model given in equations (4.2.23) is not entirely satisfactory because the input mix equation errors consist entirely of allocative inefficiency; no statistical noise appears in these equations. None of the translog systems is embedded in a stochastic framework that is both econometrically sensible and estimable. Perhaps having access to panel data will help to resolve either or both difficulties.

**Cobb–Douglas** With panel data covering \( I \) producers through \( T \) time periods, the Cobb–Douglas system (4.2.23) can be slightly rearranged and written as

\[
\ln y_{it} = \beta_0 + \sum \beta_n \ln x_{nit} + v_{it} - u_i, \quad n = 2, \ldots, N. \tag{4.3.9}
\]

The essential difference between equations (4.3.9) and equations (4.2.23), apart from the addition of time subscripts, is the appearance of statistical noise, captured by the \( \xi_{nit} \) in the input mix equations contained in equations (4.3.9). With panel data it is possible to separate allocative inefficiency from noise. Notice that both the cost of technical inefficiency (represented by the \( u_i \)) and the magnitudes of allocative inefficiency (represented by the \( \eta_{nit} \)) are producer specific but time invariant.

This model can be estimated in two ways, depending on whether the \( u_i \) are assumed to be fixed or random effects. If the \( u_i \) are assumed to be fixed effects, no distributional assumption is needed, and a fixed-effects approach is feasible. Solving equations (4.3.9) for the natural logarithms of the inputs, we obtain

\[
\ln x_{nit} = \alpha_k + \sum \left( \frac{\beta_n}{r - \delta_n} \right) \xi_{nit} + \left( \frac{1}{r} \right) \ln y_{it} + \sum \left( \frac{\beta_n}{r} \right) \ln \left( \frac{w_{nit}}{w_{nir}} \right) + \left( \frac{1}{r} \right) v_{it}, \quad k = 1, \ldots, N, \tag{4.3.10}
\]

where \( r = \sum \beta_n \) and
\[
\alpha_k = \ln \beta_k - \frac{1}{r} \left[ \beta_n + \sum \beta_n \ln \beta_n \right],
\]
\[
\delta_{nk} = \begin{cases} 
1 & \text{if } k = n, \\
0 & \text{otherwise.}
\end{cases}
\]

Applying a within transformation to equations (4.3.10) eliminates the time-invariant terms \(\alpha_k, \eta_{nk},\) and \(u_i,\) This allows nonlinear SUR to be applied to the transformed system of input demand equations to obtain estimates of the \(\beta_k\)s. These estimates can then be inserted into equations (4.3.9) to generate estimates of the \(\eta_{mi}\) and \(u_i\) by means of
\[
\hat{\eta}_{mi} = \ln \left( \frac{x_{mi}}{\hat{\beta}_n} + \ln \left( \frac{w_{mi}}{w_n} \right) + \ln \left( \hat{\beta}_n \right) \right),
\]
\[
\hat{u}_i = \max_i (\bar{e}_i) - \bar{e}_i,
\]
where \(\bar{e}_i = (1/T) \sum (\ln y_{ji} - \hat{\beta}_n - \hat{\beta}_n \ln x_{mi})\) and a bar over a variable indicates the temporal mean of the variable.

If the \(u_i\) are assumed to be random effects, we can use MLE to obtain estimates of the parameters of the model. We make the following assumptions:

(i) \(v_i \sim iid N(0, \sigma_v^2).\)

(ii) \(u_i \sim iid N(0, \sigma_u^2).\)

(iii) \(\xi_{sar} \sim iid N(0, \Sigma).\)

(iv) \(u_i, v_i, \) and \(\xi_{sar}\) are distributed independently of each other, and of the regressors.

With these distributional assumptions, the log likelihood function for equations (4.3.9) is
\[
\ln L = \text{constant} - \frac{1}{2} (T-1) \ln \sigma_v^2 - \frac{1}{2} \ln (\sigma_u^2 + T \sigma_v^2)
\]
\[
- \frac{1}{2 \sigma_v^2} \sum (e_i | A e_i) + \sum \ln \Phi(a_i) + I T \ln r
\]
\[
- \frac{1}{2} I T \ln \Sigma - \frac{1}{2} \sum \Xi_i \Sigma^{-1} \Xi_i,
\]
where

\[
A = I_T - \frac{\sigma_v^2 \mu'}{\sigma_v^2 + T \sigma_v^2},
\]
\[
\nu_{nk} = (1, \ldots, 1)',
\]
\(I_T\) is a \(T \times T\) identity matrix,
\[
\varepsilon_i = (\varepsilon_{i1}, \ldots, \varepsilon_{iT})' = \varepsilon_i - u_i, \quad i = 1, \ldots, I,
\]
\[
\sigma_i = \frac{\sigma_v}{\sigma_v \sqrt{(\sigma_v^2 + T \sigma_v^2)}}, \quad i = 1, \ldots, I,
\]
\[
z_{ui} = \begin{bmatrix}
\ln x_{ui} - \ln x_{ui} - \ln w_{ui} + \ln w_{ui} - \ln \beta_1 + \ln \beta_2 - \eta_{ui}
\end{bmatrix}
\]
\[
\ln x_{ui} - \ln x_{ui} - \ln w_{ui} + \ln w_{ui} - \ln \beta_1 + \ln \beta_2 - \eta_{ui}
\]
\[n = 1, \ldots, N, \]
\[
\Sigma = \frac{1}{I T} \sum \sum z_{ui} z_{uj}',
\]
\[z_{ui} = z_{ui} - \bar{z} \bar{z},\]
Substituting these values back into the log likelihood function yields the concentrated log likelihood function
\[
\ln L = \text{constant} - \frac{1}{2} I (T-1) \ln \sigma_v^2 - \frac{1}{2} I T \ln (\sigma_u^2 + T \sigma_v^2)
\]
\[
- \frac{1}{2 \sigma_v^2} \sum (e_i | A e_i) + I T \ln r
\]
\[
- \frac{1}{2} I T \ln \Sigma - \frac{1}{2} \sum \Xi_i \Sigma^{-1} \Xi_i,
\]
which can be maximized to obtain estimates of \(\beta_1, \beta_2, \ldots, \beta_n, \sigma_v^2,\)
and \(\sigma_u^2.\) The simplification of the concentrated log likelihood function results from the fact that the \(z_{ui}^*\) do not depend on any parameters, a typical element of \(z_{ui}^*\) having the form \(z_{ui}^* = \ln x_{ui} - \ln x_{ui} + \ln w_{ui} - \ln w_{ui}.\) Consequently the last term in the concentrated log likelihood function is a constant.

The next step is to obtain estimates of technical efficiency. A minor modification of analogous results in Section 3.3.1 can be used to demonstrate that the conditional distribution of \((u_i | \bar{e}_i)\) is \(N'(\mu_u, \sigma_u).\)
\[
\mu_{ui} = \frac{\sigma^2_u}{\sigma_i^2 + T\sigma_u^2} \sum_{j} \varepsilon_{ij},
\]
\[
\sigma^2_u = \frac{\sigma^2_i \sigma^2_u}{\sigma_i^2 + T\sigma_u^2}.
\]

Thus either the mean or the mode of \((u_i | \varepsilon_i)\), where \(\varepsilon_i = (\varepsilon_{i1}, \ldots, \varepsilon_{iT})'\), can be used as a point estimator of \(u_i\), and we have
\[
E(u_i | \varepsilon_i) = \sigma_i \left[ \frac{\mu_{ui}}{\sigma_u} + \phi(\mu_{ui}/\sigma_u) \right],
\]
\[
M(u_i | \varepsilon_i) = \begin{cases} 
\mu_{ui} & \text{if } \sum_{j} \varepsilon_{ij} \geq 0, \\
0 & \text{otherwise.}
\end{cases}
\]

The final step is to obtain estimates of allocative inefficiency. This requires estimates of the \(\eta_{ni}\), which are provided in equation (4.3.11).

**Translog** With panel data covering \(I\) producers through \(T\) time periods, the translog cost system given in equations (4.2.34) and (4.2.38) can be written as
\[
\ln E_{ui} = \ln c(y_{i}, w_{i}; \beta) + v_{ui} + u_{ni} + u_{Ai},
\]
\[
w_{Ai}^\varepsilon_{ni} = S_{ai}(y_{i}, w_{i}; \beta) + A \eta_{ni} + \xi_{ni}, \quad n = 2, \ldots, N,
\]
where \(u_{Ai}\) generalizes the expression in equation (4.2.37) and the \(A \eta_{ni}\) generalize the expressions in equation (4.2.39). The essential difference between the translog cost system in equations (4.2.34) and (4.2.38) and the system in equation (4.3.15), apart from the addition of time subscripts, is that in the present panel data formulation the magnitudes of allocative inefficiency (the \(\eta_{ni}\)) are parameters to be estimated, and are both input and producer specific, although they are time invariant. However the impact of allocative inefficiency on input cost shares (the \(A \eta_{ni}\)) and on cost (\(u_{Ai}\)) is time varying, because both expressions depend on time-varying data. This increased flexibility is yet another illustration of the advantage of having access to panel data. It is also possible to introduce some form of time dependence into the magnitudes of allocative inefficiency, for example by specifying \(\eta_{ni} = \eta_{ni}^{-}\gamma(t)\), where \(\gamma(t)\) is a parametric function of time and the \(\eta_{ni}\) are fixed parameters.

Additional Approaches

Under the distributional assumptions that \(v_{ui} \sim \text{iid } N(0, \sigma_v^2), u_{ni} \sim \text{iid } N'(0, \sigma_u^2),\) and \(\xi_{ni} \sim \text{iid } N(0, \Sigma_u),\) the log likelihood function can be written as
\[
\ln L = \sum_{i} \ln f(\varepsilon_i) + \sum_{i} \ln f(\xi_i),
\]
where \(\varepsilon_i = (\varepsilon_{i1}, \ldots, \varepsilon_{iT})', \varepsilon_i = n_{ui} + u_{ni},\) and
\[
f(\xi_i) = (2\pi)^{-NT/2} |\Sigma_u|^{-1/2} \exp\left\{ -\frac{1}{2} \sum_{i} \xi_{ni} \Sigma_u^{-1} \xi_{ni} \right\},
\]
and \(\xi_{ni} = (\xi_{ni1}, \ldots, \xi_{niT})'.\) Estimation of \(u_{ni}\) for each producer is the same as in equation (4.3.6) or (4.3.7), and estimates of \(CE_i\) can be obtained from equation (4.3.8). Finally, estimates of \(u_{Ai}\) can be obtained from the estimated values of the parameters in the definition of \(u_{Ai}\).

4.4 TWO ADDITIONAL APPROACHES TO THE ESTIMATION OF COST EFFICIENCY

Two novel approaches to the estimation of cost efficiency have recently been developed. Both can be based on a translog system consisting of a cost equation and its associated input cost share equations. However neither approach attempts to decompose estimated cost inefficiency into its technical and allocative components. The first approach is an admittedly ad hoc approach dubbed “thick frontier analysis,” TFA for short. TFA does not require a one-sided error term, and so is not really a frontier approach to the estimation of cost efficiency. However in contrast to some of the more sophisticated approaches discussed in previous sections, TFA is easy to implement, using either cross-sectional data or panel data. The price to be paid for its simplicity is the extreme paucity of information it generates. We consider TFA in Section 4.4.1. The second approach is dubbed a “distribution-free approach,” DFA for short, because although it contains a one-sided error term representing cost inefficiency, it imposes no distributional assumptions on it. DFA requires panel data, and is structurally similar to the GLS approach discussed in Section 4.3. We consider DFA in Section 4.4.2.
4.4.1 Thick Frontier Analysis

Thick frontier analysis was developed by Berger and Humphrey (1991, 1992) as a way of avoiding the restrictive assumptions required in conventional approaches to the estimation of cost efficiency. TFA is much less structured than conventional approaches, and so it generates less information, but it always "works." It can be employed within a single cross section or a panel. We discuss TFA within a cross-sectional context.

We begin by assuming that we have observations on total expenditure $E_i$ incurred, a vector $y_i \geq 0$ of outputs produced, and a vector $w_i > 0$ of input prices faced, by a sample of producers indexed $i = 1, \ldots, I.$ Next we identify producers located in the top and bottom quartiles (or quintiles or whatever) of the average cost distribution. (If producers produce multiple outputs, average cost can be proxied by total cost divided by the Euclidean norm of the output vector, or by assets or employment.) Producers located in the bottom quartile are presumed to be relatively cost efficient as a group, and together they define a thick frontier. Producers located in the top quartile are presumed to be cost inefficient relative to the thick frontier. If differences in average cost are also thought to be scale related, it is possible to control for this influence by stratifying the sample into size classes (if the sample size permits) before forming the quartiles; this ensures that a range of producers is represented within each quartile. Variation in input prices is handled in a different way, described later.

The next step is to estimate separate cost functions (not frontiers) for the top and bottom average cost quartiles. Variation in residuals within each quartile is assumed to reflect only random statistical noise, whereas differences in the average level of predicted costs between the top and bottom quartiles is assumed to reflect only a combination of exogenous influences and cost inefficiency within the top quartile. While it is unlikely that these assumptions hold exactly, and consequently it is unlikely that TFA yields precise estimates of cost efficiency, the objective of TFA is not econometric rigor, but reliable insight into the probable magnitude of the problem.

Suppose that the cost functions within each quartile have translog form. Then we can estimate the structure of technology within each quartile by estimating the system of equations

$$\ln E_i = \ln c(y_i, w_i; \beta) + v_i,$$

$$\frac{w_{im} x_m}{E_i} = S_m(y_i, w_i; \beta) + v_{im}, \quad n = 2, \ldots, N.$$  \hfill (4.4.1)

This system is estimated twice, once for each quartile. On the assumption that $[v_i, v'_{im}]' \sim N(0, \Sigma),$ this system may be estimated by SUR, as in Christensen and Greene (1976). Denote the estimated parameters for the first and fourth quartiles $\hat{\beta}'$ and $\hat{\beta}$, and denote the predicted average costs at the mean values of $(y, w)$ within each quartile by $[c(y, w; \hat{\beta}')/y]^{Q1}$ and $[c(y, w; \hat{\beta})/y]^{Q4}$, where $y$ is not a scalar one of the proxies mentioned previously is used.

The difference between the two quartile predicted average costs can be expressed and decomposed as

$$\frac{[c(y, w; \hat{\beta}')/y]^{Q4} - [c(y, w; \hat{\beta})/y]^{Q1}}{[c(y, w; \hat{\beta})/y]^{Q1}}$$

$$= \frac{[c(y, w; \hat{\beta}')/y]^{Q4} - [c(y, w; \hat{\beta})/y]^{Q1}}{[c(y, w; \hat{\beta})/y]^{Q1}}$$

$$+ \frac{[c(y, w; \hat{\beta})/y]^{Q4} - [c(y, w; \hat{\beta})/y]^{Q1}}{[c(y, w; \hat{\beta})/y]^{Q1}}.$$  \hfill (4.4.2)

The left-hand side of equation (4.4.2) provides an estimate of the percentage difference between the predicted average costs of producers located in quartiles $Q4$ and $Q1.$ Since cost functions are estimated separately for the two quartiles, estimated parameter vectors $\hat{\beta}'$ and $\hat{\beta}$ are allowed to differ. Differences between $\hat{\beta}'$ and $\hat{\beta}$, particularly but not exclusively differences between the two intercepts, are intended to reflect differences in cost efficiency between the two quartiles. The first term on the right-hand side provides an estimate of the cost inefficiency of producers located in $Q4.$ Here cost inefficiency is estimated as the difference between predicted average cost in $Q4$ using the inefficient $Q4$ technology represented by $\hat{\beta}$ and predicted average cost in $Q4$ using the efficient $Q1$ technology represented by $\hat{\beta}'$, expressed as a percentage of predicted average cost in $Q1.$ There is no cost efficiency differential if $[c(y, w; \hat{\beta})/y]^{Q4} = [c(y, w; \hat{\beta})/y]^{Q1},$ a sufficient condition for which is $\hat{\beta}' = \hat{\beta}$. The second term on the right-hand side provides an estimate of the average cost difference attributable not to cost inefficiency...
but to heterogeneity in the markets in which inefficient and efficient producers operate. Equal cost efficiency is enforced by giving producers in both quartiles the same estimated \( \beta^* \) technology. The market heterogeneity may be reflected in differences between \((y, w)^{Q4}\) and \((y, w)^{Q1}\).

It is important to emphasize that the decomposition in equation (4.4.2) is applied not to individual producers in either quartile, but to hypothetical mean producers in each quartile. It is in this sense that TFA provides limited information. However since TFA associates cost inefficiency with differences between \( \beta^* \) and \( \beta' \), the following expression can be used to provide an estimate of the average cost inefficiency (ACI) of individual producers in Q4:

\[
ACI_i = \frac{[c(y_i, w_i; \beta^*)/y_i]^{Q4} - [c(y_i, w_i; \beta^*)/y_i]^{Q4}}{[c(y_i, w_i; \beta^*)/y_i]^{Q4}}. 
\]

(4.4.3)

ACI_i indicates the percentage by which average cost is raised using inefficient technology represented by \( \beta^* \) rather than efficient technology represented by \( \beta' \).

The TFA approach has some nice features. Unlike an explicit cost frontier approach, TFA does not require restrictive distributional and independence assumptions on error components; indeed it has no one-sided error component. It is based on an estimable version of the translog cost system with a conventional error structure, and so it is not susceptible to the “Greene problem” that plagues the translog cost frontier system. It does not look for evidence of inefficiency in one-sided error components, which can be difficult to identify; instead it associates inefficiency with differences between easily estimated quartile parameter vectors. Finally, Bauer, Berger, and Humphrey (1993) report evidence based on U.S. banking data suggesting that TFA generates cost efficiency estimates that are similar in magnitude to estimates generated by stochastic frontier techniques.

However TFA has some rather serious shortcomings. First, it is arbitrarily based on average cost quartiles, and estimated cost inefficiency would increase if equally arbitrary quintiles were used instead. Second, it uses only half of the data (or 40\% of the data if quintiles are used), and not many researchers are so well endowed with degrees of freedom that they can discard half of their observations. Most importantly, TFA does not generate cost efficiency estimates for each producer in the sample. It generates only one cost efficiency estimate, for the hypothetical mean producer in the high-cost quartile relative to the hypothetical mean producer in the low-cost quartile. (Of course if the observations are stratified into \( S \) size classes, TFA would generate \( S \) such cost efficiency estimates.) Thus TFA is likely to be useless to management and of limited value to policy-makers.

### 4.4.2 A Distribution-Free Approach

The distribution-free approach was introduced by Berger (1993). DFA requires panel data, and is structurally similar to the GLS approach discussed in Section 4.3. It is based on a translog system of cost and input cost share equations, and it generates estimates of cost inefficiency for each producer in each time period.

Suppose we observe a sample of producers indexed \( i = 1, \ldots, I \) in each of \( T \) time periods indexed \( t = 1, \ldots, T \). For each producer we observe total expenditure \( E_{it} \), a vector \( y_{it} \) of outputs produced, and a vector \( w_{it} \) of input prices paid. Then a translog system consisting of a cost equation and its associated input cost share equations can be written as

\[
\ln E_{it} = \ln c(y_{it}, w_{it}; \beta^*) + u_i + v_{it},
\]

\[
\frac{w_{it} x_{nit}}{E_{it}} = s_{nit}(y_{it}, w_{it}; \beta^*) + v_{n it}, \quad n = 2, \ldots, N. 
\]

(4.4.4)

This system is estimated separately for each time period, and so the technology parameter vector has a time superscript. Within each time period the error vector \( [v_{it} v_{nit}]' \) captures the effects of random statistical noise, and the error component \( u_i \geq 0 \) measures the cost of producer-specific cost inefficiency. Since \( E(v_{nit}) = 0 \), allocative efficiency is imposed, and so \( u_i \) captures the cost of technical inefficiency only.

The system of equations (4.4.4) is estimated using SUR a total of \( T \) times, once for each time period. Thus it is assumed that the \( u_i \) are random effects distributed independently of the regressors. For each
producer the cost equation residuals \( \hat{\epsilon}_i = \hat{v}_i + \hat{u}_i \) are averaged over
time to obtain \( \hat{\epsilon}_i = \frac{1}{T} \Sigma \hat{v}_i. \) On the assumption that the random-
noise error component \( v_i \) should tend to average zero over time, \( \hat{\epsilon}_i = \frac{1}{T} \Sigma \hat{v}_i \equiv \hat{u}_i \) provides an estimate of the cost inefficiency error
component. To ensure that estimated cost inefficiency is nonnegative, \( \hat{\epsilon}_i \) is normalized on the smallest value, and we obtain
\[
\hat{C} = \exp\{-(\hat{\epsilon}_i - \min(\hat{\epsilon}))\}. \tag{4.4.5}
\]
This estimator is similar to the GLS panel data estimator in which \( u_i \) is treated as a random effect, and this similarity suggests that it is
appropriate when \( I \) is large relative to \( T \) and when the \( u_i \) are orthog-
onal to the regressors. However it differs from GLS in that the structure
of the underlying production technology is allowed to vary through time. Berger also noted that since the elements of \( v_i \) may not fully cancel out time for each producer, \( \hat{\epsilon}_i \) may contain elements of luck as well as inefficiency. To alleviate this problem,
he recommended truncating the distribution of \( CE_i \) at its \( q \)th and
\( (1 - q) \)th quantiles.

A disadvantage of DFA is the requirement that cost efficiency be
time invariant, and this assumption becomes less tenable as \( T \)
increases. However DFA also has two distinct virtues. First, being
based on a sequence of \( T \) separate cross-sectional regressions, it
allows the structure of production technology to vary flexibly through
time (although excessive variation in \( \hat{\beta} \) would be difficult to explain).
Second, it does not impose a distributional assumption on the \( u_i \); it
lets the data reveal the empirical distribution of \( \hat{\epsilon}_i \equiv \hat{u}_i \). Although \( \epsilon \) is truncated, it need not follow any of the specific distributions we have considered for \( u_i \) when discussing the MLE approach.

Using three large \( (T = 10, I = 1,000) \) panels of U.S. banks, Berger
examined the empirical distributions of \( \hat{\epsilon}_i \equiv \hat{u}_i \). Only two of three
distributions exhibited the positive skewness one would expect, and
all three skewness coefficients were numerically small \((0.36, 0.36,
-0.21)\). Histograms of the three distributions appear approximately
normal, and Shapiro–Wilks variance ratio test statistics could not reject
the normality hypothesis for each distribution.

An important consideration in the DFA approach concerns the
length of the panel. If \( T \) is "small" the random-noise terms \( v_i \) may not average zero, and substantial amounts of random noise will
appear in the cost inefficiency error component \( u_i \). On the other hand,
if \( T \) is "large" the time-invariant assumption on \( u_i \) is likely to be
violated. This suggests that there may exist an optimal value of \( T \)
on which to base the DFA approach.

DeYoung (1997) has developed a diagnostic test for determining
the optimal panel length. The procedure begins by expressing \( \epsilon \) as
\( \epsilon(T) \) to indicate that it is based on \( T \) time periods and writing it in
longhand as
\[
\epsilon(T) = \frac{1}{T} \left[ (u_{t1} + \cdots + u_{t7}) + (v_{t1} + \cdots + v_{7}) \right], \tag{4.4.6}
\]
where \( u_i \) is now allowed to be time varying and to follow the time path
\[
u_{t0} = \begin{cases} u_{t1} & \text{for } t \leq S, \\ u_{t0} + \tau_i \cdot u_{t1} & \text{for } t > S, \end{cases} \tag{4.4.7}
\]
where \( \tau_i \cdot u_{t1} \) is the annual "drift" in cost inefficiency for the \( i \)th producer and \( \tau_i \in [-1, +1] \). Substituting equation (4.4.7) into equation (4.4.6)
yields
\[
\epsilon(T) = u_{t1} + \frac{1}{2T} (\tau_i \cdot u_{t1}) \cdot \max\{0,|T - S|(T - S + 1)\} + \frac{1}{T} \sum v_{t0}. \tag{4.4.8}
\]
The first term on the right-hand side of equation (4.4.8) is the initial
level of cost inefficiency for the \( i \)th producer. The second term is the
average annual accumulated drift in cost inefficiency from \( t = 1 \) to \( t = T \). The third term is the mean of the random-noise error
component. The general strategy is to select a value of \( T \) that is short enough
to limit the distortions caused by the temporal drift in \( u_i \) and long
enough to minimize the mean random-noise error component.

For a given value of \( T \), define the cross-sectional mean and variance
of \( \epsilon(T) \) as
\[
\mu(T) = \frac{1}{N} \sum \epsilon_i(T), \tag{4.4.9}
\]
\[
\sigma^2(T) = \frac{1}{N-1} \sum [\epsilon_i(T) - \mu(T)]^2.
\]
Substituting equation (4.4.8) and the expression for \( \mu(T) \) into the
expression for \( \sigma^2(T) \) yields the expression
\[
\sigma^2(T) = \frac{1}{N-1} \sum_i \left[ \left( u_{i1} - \frac{1}{N} \sum_i u_{i1} \right) + \frac{1}{2T} \max \{0, |T - S| \cdot (T - S + 1) \} \right] \\
\times \left( \tau_i \cdot u_{i1} - \frac{1}{N} \sum_i \tau_i \cdot u_{i1} \right) + \frac{1}{T} \left( \sum v_n - \frac{1}{N} \sum \sum v_n \right)^2.
\]

(4.4.10)

Interest centers on how the absolute values of the three terms inside the square brackets change as the value of \( T \) increases. The first term (the initial level of cost inefficiency) does not vary with \( T \). The second term (the average annual accumulated drift in cost inefficiency) equals zero from \( T = 1 \) to \( T = S \). For \( T > S \) this term increases in absolute value as \( T \) increases. The absolute value of the third term (random noise) decreases as \( T \) increases. Thus until \( T = S \) the magnitude of \( \sigma^2(T) \) declines as \( T \) increases, and as a result the estimates of cost inefficiency \( \epsilon(T) \) will approach the true values \( u_i \). However for \( T > S \) the magnitude of \( \sigma^2(T) \) either increases, remains constant, or decreases with increases in \( T \), depending on whether the marginal reduction in random noise exceeds, equals, or falls short of the marginal drift in cost inefficiency. The optimal value of \( T \) is therefore defined as the first value of \( T \) for which \( \sigma^2(T) \) stops decreasing. DeYoung conducted a test of the hypothesis that \( \sigma^2(T) \) has stopped decreasing by performing a series of \( F \) tests of the hypothesis that \( \sigma^2(T)/\sigma^2(T+1) = 1 \), although he noted that the test is not strictly valid because the numerator and denominator are not independent draws from the same population.

### 4.5 A GUIDE TO THE LITERATURE

The analytical foundations for the definition and decomposition of cost efficiency were laid by Farrell (1957), and much of the material in this chapter derives ultimately from Farrell's insights. Early research into the estimation of cost functions is summarized by Johnston (1969). Other pioneering research includes that of Nerlove (1963), who followed Shephard (1953) by allowing for homotheticity of the dual production technology and by imposing linear homogeneity in input prices on the Cobb-Douglas cost function he estimated, and Christensen and Greene (1976), who were perhaps the first to estimate a flexible translog cost and input cost share equation system.

The estimation of stochastic cost frontiers began with Schmidt and Lovell (1979, 1980), although a deterministic cost frontier was previously estimated by Forsund and Jansen (1977). Other early studies include those of Greene (1980b) and Stevenson (1980), who introduced two-parameter distributions for the one-sided error component. Progress during the past two decades is surveyed by Schmidt (1985-1986), Bauer (1990b), Greene (1993, 1997), and Cornwell and Schmidt (1996).

New developments and applications appear regularly in the *Journal of Econometrics*, the *Journal of Productivity Analysis*, and a wide variety of field journals. One development worthy of mention concerns the use of flexible functional forms other than translog to model the deterministic kernel of a stochastic cost frontier. The Fourier functional form contains the translog form as a special case, and has been used to model a cost frontier by Berger and Mester (1997), and in several other studies they cite.
5 The Estimation and Decomposition of Profit Efficiency

5.1 INTRODUCTION

In Chapter 4 our efficiency analysis was based on the assumption that producers face exogenously determined input prices and output quantities and attempt to allocate inputs so as to minimize the cost of producing their outputs. Under this assumption inputs, but not outputs, are determined endogenously. While a cost minimization objective is undoubtedly appropriate in some environments, it can be argued that in other environments it is not sufficiently stringent, because for many producers the ultimate objective is to maximize profit. In such an environment the assumption is that producers face exogenously determined input prices and output prices and attempt to allocate inputs and outputs so as to maximize profit. Under this assumption both inputs and outputs are determined endogenously. The main difference between the two frameworks is that when producers attempt to maximize profit, they have to decide not only how much of various inputs to use (which is the case for producers attempting to minimize cost), but also how much of various outputs to produce. In other words, the issue is not just one of finding the cost-minimizing input combination required to produce a given bundle of outputs, but also one of finding the revenue-maximizing output combination as well, and so the number of decision variables increases from $N$ to $M + N$. In this chapter our focus is on efficiency measurement when the objective of producers is to maximize profit.

Introduction

A natural question to ask in a price-taking, profit-maximizing framework is: Can inefficient producers survive? The answer is: Not for long. In a long-run competitive equilibrium context profit is driven to zero and only efficient producers survive. However in a short-run temporary equilibrium context inefficient producers can survive with some loss, even in a competitive environment, provided that the loss is less than the cost of their fixed inputs. These considerations suggest that if one is interested in estimating profit efficiency in a price-taking environment, then it is appropriate, to conduct the exercise within a short-run framework in which some inputs are exogenously determined. Thus the appropriate standard against which to evaluate profit efficiency is the variable profit frontier.

The chapter is organized as follows. In Section 5.2 we consider a situation in which profit-seeking producers produce a single output, and we introduce models based on primal production frontiers in Section 5.2.1 and dual variable profit frontiers in Section 5.2.2. Throughout this section we assume that output price, variable input prices, and quasi-fixed input quantities are exogenously determined. We show how to model technical and allocative inefficiencies, and we derive their impacts on variable profit. We discuss estimation procedures for primal and dual models in both cross-sectional and panel data settings.

In Section 5.3 we relax the single-output assumption and allow profit-seeking producers to produce multiple outputs. These multiple-output models are discussed within a primal distance function framework in Section 5.3.1 and a dual profit frontier framework in Section 5.3.2. We continue to assume that output prices and variable input prices are exogenously determined, and for purely econometric reasons to be explained later we ignore quasi-fixed inputs. We show how to model technical and allocative inefficiencies, and we derive their impacts on profit. We discuss estimation procedures in the context of both cross-sectional and panel data settings.

In Section 5.4 we consider a situation in which producers seek to maximize profit, but they no longer take output prices as exogenously determined. In contrast to the conventional scenarios considered in Sections 5.2 and 5.3, in which prices are assumed to be exogenously determined, perhaps by the forces of competition, in this section we endow producers with some pricing power in their product markets.
The result is an "alternative" profit frontier in which variable input prices and output quantities (rather than output prices) are exogenously determined. Because output prices are no longer taken to be exogenous, the alternative profit frontier incorporates product demand structure as well as technology structure, and so does not provide a dual representation of the structure of production technology. Nonetheless the central problem of modeling and estimating technical and allocative inefficiencies remains unchanged. However, since the alternative profit frontier has different regularity conditions than a conventional profit frontier does, estimation procedures are modified. Here, as in Sections 5.2 and 5.3, our discussion of estimation procedures is brief, because only minor modifications to the procedures developed in Chapters 3 and 4 are required.

Section 5.5 contains references to the relevant literature.

5.2 SINGLE-OUTPUT MODELS

In this section we consider a situation in which producers produce a single output. In Section 5.2.1 we use a primal production frontier approach, in which the production frontier and the first-order conditions for variable profit maximization are used to estimate the parameters of the model as well as the magnitudes of technical and allocative inefficiencies and variable profit inefficiency. (Although this material is based on a production frontier, and hence is referred to as a primal approach, it also exploits dual price information, and so it is not really a pure primal approach.) This is followed in Section 5.2.2 with a dual variable profit frontier approach, in which one can either estimate a variable profit frontier using a single-equation method or estimate a system of equations consisting of either the variable profit frontier and the associated variable profit share equations or just the variable profit share equations. The central problem remains one of modeling and estimating technical and allocative inefficiencies and their impact on variable profit.

5.2.1 The Primal Production Frontier Approach

One implicit assumption in the production frontier approach adopted in Chapter 3 is that inputs are exogenous and uncorrelated with technical inefficiency. This assumption seems quite strong, since Mundlak (1961) and others have claimed that more efficient producers tend to produce more output and to use more inputs, given the input prices and the output prices they face. If so, technical inefficiency will be correlated with input use, resulting in inconsistent parameter estimates when a single-equation production frontier model is used. This problem can be alleviated by treating variable inputs as endogenous, which allows correlation between variable inputs and technical inefficiency.

We begin by writing the production frontier as

$$ y = f(x, z; \beta) \cdot \exp(-u), \quad (5.2.1) $$

where $y \geq 0$ is scalar output, $x = (x_1, \ldots, x_n) \geq 0$ is a vector of variable inputs, $z = (z_1, \ldots, z_M) \geq 0$ is a vector of quasi-fixed inputs, $u \geq 0$ represents output-oriented technical inefficiency, and $f(x, z; \beta)$ is the deterministic kernel of a stochastic production frontier. If producers attempt to maximize variable profit (conditional on $u$), the first-order conditions can be written as

$$ f_n(x, z; \beta) \cdot \exp(-u) = \frac{w_n}{p} \cdot \exp(-\xi_n), \quad n = 1, \ldots, N, \quad (5.2.2) $$

where $f_n(x, z; \beta) = \frac{\partial f(x, z; \beta)}{\partial x_n}$, the $w_n/p$ are normalized variable input prices, $w = (w_1, \ldots, w_N) > 0$ is an input price vector, and $p > 0$ is the scalar output price. The $\xi_n$ are interpreted as allocative inefficiencies, nonzero values of which indicate over- or underutilization of a variable input, given normalized prices of the variable inputs and quantities of the quasi-fixed inputs. Such allocative inefficiencies may also arise due to the presence of constraints (other than the production technology) faced by the producer that are not incorporated into the optimization problem. The effect of all of these influences will be captured by the $\xi_n$, which we call allocative inefficiencies.

The definition of allocative inefficiency in equation (5.2.2) is different from that used in Chapter 4. In Chapter 4 we defined input allocative inefficiencies as departures of marginal rates of substitution (MRS) from the respective input price ratios, whereas in equation (5.2.2) they are defined as departures of variable input marginal products from their normalized prices. The difference is due to the
fact that in Chapter 4 we used a cost minimization criterion for which the first-order conditions are expressed by the equality of MRSs with input price ratios. Thus it was natural to define input allocative inefficiencies as departures from this rule. In a variable profit-maximizing framework the first-order conditions are different, but we follow the same principle and define variable input allocative inefficiencies in terms of nonfulfillment of the first-order conditions for variable profit maximization. These two measures are, however, related. The definition used in the cost-minimizing framework is provided by the ratios $\xi_{n1} = \xi_{n}/\xi_{1}$ for variable input pairs $(x_{n}, x_{1})$, $n = 2, \ldots, N$.

**Cobb–Douglas** If the production frontier takes the Cobb–Douglas form, the production frontier in equation (5.2.1) and the first-order conditions for variable profit maximization in equation (5.2.2) can be written in logarithmic form as

$$\ln y = \beta_{o} + \sum \beta_{n} \ln x_{n} + \sum \gamma_{q} \ln z_{q} + \nu + u,$$  

(5.2.3)

$$\ln x_{n} = \beta_{o} + \ln \beta_{n} + \sum \beta_{k} \ln x_{k} + \sum \gamma_{q} \ln z_{q} - \ln w_{q} - u + \xi_{n},$$

$n = 1, \ldots, N,$  

(5.2.4)

where $\nu$ is the stochastic noise error component associated with the production frontier. In deriving the first-order conditions one has to start with either a deterministic production frontier or a stochastic production frontier evaluated at $\nu = 0$, or take the median value of output [with the assumption that $\nu$ is distributed normally with mean 0 as in Kumbhakar (1987)]. The basic conclusion remains unchanged no matter how one treats the stochastic noise component $\nu$.

Solving the $(N + 1)$ equations (5.2.3) and (5.2.4) for the optimal values of the $(N + 1)$ endogenous variables gives the following output supply and variable input demand equations:

$$\ln y = \frac{1}{1 - r} \beta_{o} + \frac{1}{1 - r} \sum \beta_{n} \left( \ln \beta_{n} - \ln w_{n} \right) \left( \ln \beta_{n} - \ln w_{n} \right)$$  

$$+ \frac{1}{1 - r} \sum \gamma_{q} \ln z_{q} + \frac{1}{1 - r} \sum \beta_{n} \xi_{n} - \frac{1}{1 - r} u + \nu,$$  

(5.2.5)

where $r = \Sigma \beta_{n} < 1$ and $\delta_{nk} = 1$ if $n = k$ and $\delta_{nk} = 0$ if $n \neq k$.

It can be seen from equations (5.2.5) and (5.2.6) that variable profit-maximizing output production and variable input use depend on normalized variable input prices and quasi-fixed input quantities. They also depend on the magnitudes of both technical and allocative inefficiencies. In particular, the relatively more technically efficient producers (those with $u \rightarrow 0^+$) use more of their variable inputs to produce more output, *ceteris paribus*. This conclusion supports the observation of Mundlak (1961), although it runs counter to the results obtained in Chapter 4. The reason is that input use in a cost minimization framework is conditional on exogenous outputs, whereas variable input use in the present variable profit maximization framework is unconditional. Moreover the orientation is different. In Chapter 4 technical efficiency was input oriented to maintain consistency with the cost minimization orientation, whereas here technical efficiency is output oriented, and relatively more technically efficient producers produce more output with more variable input use.

It is possible to estimate the system of output supply and variable input demand equations (5.2.5) and (5.2.6). However it is easier to estimate an alternative system consisting of the production frontier in equation (5.2.3) and the first-order conditions in equations (5.2.4), because the latter system has a more tractable error structure. Tractability comes at a cost, however, since equations (5.2.4) do not contain a random-noise error component, a structural characteristic we also encountered in Chapter 4. The distributional assumptions on the error components in this model does contain are as follows:

(i) $\nu \sim iid N(0, \sigma_{\nu}^{2})$.
(ii) $u \sim iid N^{*}(0, \sigma_{u}^{2})$.
(iii) $\xi = (\xi_{1}, \ldots, \xi_{N})' \sim iid N(0, \Sigma)$. 

(5.2.6)
(iv) The elements of $\xi$ are distributed independently of $v$ and $u$, and $v$ and $u$ are distributed independently of one another.

With these distributional assumptions the log likelihood function for a sample of $I$ producers can be written as

$$
\ln L = \text{constant} - \frac{I}{2} \ln \sigma_v^2 - \frac{I}{2} \ln \sigma_u^2 - \frac{I}{2} \ln \Sigma + \frac{I}{2} \ln n^2 + \frac{1}{2} \sum_i a_i + \sum_i \ln \Phi\left(\frac{\mu_i}{\sigma}\right) + \frac{1}{2} \ln (1 - r),
$$

(5.2.7)

where $a_i = \left[ \Xi_i / \sigma_v^2 + \frac{b_i}{\sigma_u^2} \right]$, $\Sigma = \left[ 1 / \sigma_v^2 + 1 / \sigma_u^2 + \frac{1}{\Sigma^2} \right]$, $\mu_i = \left[ \Xi_i / \sigma_v^2 + \frac{1}{\Sigma^2} \right]$, $\Xi_i = -u_i + v_i$ and $b_i = -u_i + \xi_i$, $\xi_i$ being an $N \times 1$ vector of ones. The final term is the Jacobian of the transformation from $(\xi_n, b_{1n}, \ldots, b_{nn})$ to $(\ln y_n, \ln x_{1n}, \ldots, \ln x_{nn})$.

Maximization of this log likelihood function gives consistent and efficient estimates of all technology and inefficiency parameters. Once the parameters have been estimated, the technical inefficiency of each producer can be predicted from either the conditional mean or the conditional mode of $u_i$ given $(\xi_n, b_i')$. These predictors are

$$
E(u_i | \xi_n, b_i') = \mu_i + \sigma \phi(\mu_i / \sigma),
$$

(5.2.8)

$$
M(u_i | \xi_n, b_i') = \begin{cases} 
\frac{\mu_i}{\sigma} & \text{if } \mu_i > 0, \\
0 & \text{otherwise},
\end{cases}
$$

(5.2.9)

where $\phi(\cdot)$ and $\Phi(\cdot)$ are density and cumulative distribution functions of a standard normal variable. After producer-specific estimates of technical inefficiency have been obtained, producer-specific estimates of the allocative inefficiencies $\xi_n$ can be obtained by subtracting the estimates of either $E(u_i | \xi_n, b_i')$ or $M(u_i | \xi_n, b_i')$ from the residuals of equations (5.2.4). The generalization of this approach to panel data is straightforward, and is discussed in detail in Kumbhakar (1987).

Translog The methodology developed previously for estimating technical and allocative inefficiencies relative to a Cobb–Douglas production frontier can be extended to flexible functional forms. For example, consider a translog production frontier given by

$$
\ln y = \beta_n + \sum_n \beta_{nx} \ln x_n + \sum_q \gamma_q \ln z_q + \frac{1}{2} \sum_k \beta_{nk} \ln x_n \ln x_k + \frac{1}{2} \sum_q \sum_r \gamma_{qr} \ln z_q \ln z_r + \sum_q \sum_{n < q} \delta_{nq} \ln x_n \ln z_q + \nu - u,
$$

(5.2.10)

where $\beta_n = \beta_n \forall n \neq n$ and $\gamma_{qr} = \gamma_q \forall r \neq q$. The first-order conditions for variable profit maximization, evaluated at $v = 0$, can be derived from equations (5.2.2) and (5.2.10) as

$$
S_n = \epsilon_n \exp(\xi_n) = \left[ \beta_n + \sum_k \beta_{nk} \ln x_k + \sum_q \delta_{nq} \ln z_q \right] \exp(\xi_n),
$$

(5.2.11)

$$
n = 1, \ldots, N,
$$

where $S_n = w_n x_n / py$ is the ratio of expenditure on the $n$th variable input to total revenue, and $\epsilon_n = \partial \ln f(x_n; z; \beta) / \partial \ln x_n$ is the elasticity of $f(x_n; z; \beta)$ with respect to the $n$th variable input. The random-error component in equation (5.2.10) is treated in the same manner as it was in the Cobb–Douglas model. Since $y$, the $x_n$, and the $S_n$ are all endogenous, it is necessary to rewrite the share equations (to make the number of endogenous variables equal to the number of equations) as

$$
\ln x_n = \ln y_{n0} + \ln \frac{w_n}{p} - \ln \left[ \beta_n + \sum_k \beta_{nk} \ln x_k + \sum_q \delta_{nq} \ln z_q \right] + \xi_n,
$$

(5.2.12)

$$
n = 1, \ldots, N,
$$

where the term $\ln y_{n0}$ on the left-hand side of equation (5.2.12) is replaced with the deterministic component of its translog expression on the right-hand side of equation (5.2.10). Equations (5.2.10) and (5.2.12) constitute a system of $N + 1$ equations to be estimated. This system collapses to the Cobb–Douglas system given in equations (5.2.3) and (5.2.4) if all second-order parameters are zero. Under the usual assumptions made on the error terms $\nu, u$, and $\xi$, the likelihood function can be derived and consistent estimates of all parameters can be obtained, exactly as in the structurally simpler Cobb–Douglas case. Once the parameters have been estimated the JLMs decomposition technique can be used to obtain producer-specific estimates of
technical inefficiency. Producer-specific estimates of the allocative inefficiencies $\xi_{ui}$ can be obtained from the residuals of equation (5.2.12), exactly as in the Cobb–Douglas case. Kumbhakar (1994) provides details.

We conclude this section with an observation concerning the primal approach to the estimation of variable efficiency. We argued in Section 5.1 that if one is interested in estimating profit efficiency in a price-taking environment, it is appropriate to do so within a short-run variable profit-seeking framework. We have done exactly that in this section. However by now it should be clear that specifying a short-run framework in the primal approach raises no new econometric issues. All that happens is that a vector of quasi-fixed inputs is added to the equation system to be estimated; the equations themselves remain unchanged. As with the case of a variable cost frontier in Section 4.2.1.3, the issues raised by quasi-fixed inputs are economic rather than econometric.

5.2.2 The Dual Variable Profit Frontier Approach

Since both types of inefficiency reduce variable profit, it is important to quantify the effect of these inefficiencies on variable profit. To this end we focus directly on the dual variable profit frontier. We begin by deriving some general results, and then we consider Cobb–Douglas and translog functional forms.

We begin by allowing for technical inefficiency only. Corresponding to the production frontier specified in equation (5.2.1) is the dual variable profit frontier

$$\nu_{i} = \nu_{i}(pe^{w*}, w, z; \beta) = \nu_{i}(p, w, z; \beta) h(p, w, z, u, \beta),$$

where $\nu_{i} = py - w^T x = (pe^{w*})(ye^{w*}) - w^T x$. Maximum variable profit in the presence of output-oriented technical inefficiency is

$$\nu_{i}(pe^{w*}, w, z; \beta) = \max_{y^*} \{pe^{w*} ye^{w*} - w^T x : ye^{w*} = f(x, z; \beta)\},$$

and maximum variable profit in the presence of technical inefficiency ($u = 0$) is

$$\nu_{i}(p, w, z; \beta) = \max_{y^*} \{py - w^T x : y = f(x, z; \beta)\}.$$

Consequently

$$h(p, w, z, u, \beta) = \nu_{i}(pe^{w*}, w, z; \beta)/\nu_{i}(p, w, z; \beta)$$

is the ratio of maximum variable profit (allowing for technical inefficiency but assuming allocative efficiency) to maximum variable profit. Thus there is an exact relationship between output-oriented technical inefficiency and variable profit inefficiency, with the functional form of $h(p, w, z, u, \beta)$ depending on the functional form of $\nu_{i}(p, w, z; \beta)$. It is clear that $h(p, w, z, u, \beta) \leq 1$ since $pe^{w} \leq p = \nu_{i}(pe^{w}, w, z; \beta) \leq \nu_{i}(p, w, z; \beta)$. It is also clear that the impact of technical inefficiency on variable profit depends on more than just the magnitude of technical inefficiency, since $h(p, w, z, u, \beta)$ depends on $(p, w, z)$ as well as on $u$. Consequently if one estimates a relationship of the form $\ln \nu_{i}(pe^{w}, w, z; \beta) = \ln \nu_{i}(p, w, z; \beta) + \alpha u, \alpha \leq 0$, this relationship is misspecified unless the underlying technology satisfies certain restrictions sufficient to cause $\ln h(p, w, z, u, \beta) = ou$.

A result of Lau (1978; 151) can be applied to the present context to show that $f(lx, z; \beta) = l^* f(x, z; \beta), l > 0 \rightarrow \ln \nu_{i}(pe^{w}, w, z; \beta) = \ln \nu_{i}(p, w, z; \beta) + \ln h(p, w, z, u, \beta) = [[(1/(1 - r)) p + \ln g(w) + \ln k(z)] - (1/(1 - r)) u]$, where $g(w)$ is homogeneous of degree $[-r (1 - r)]$. Consequently estimation of the preceding variable profit relationship generates biased and inconsistent parameter estimates unless the underlying technology is homogeneous of degree $0 < r < 1$ in $x$. The bias and inconsistency arise because $E[h(p, w, z, u, \beta)]$ depends on $(p, w, z)$, which also appear in $\nu_{i}(p, w, z; \beta)$. If technology is homogeneous in $x$, then $\ln h(p, w, z, u, \beta) = -[(1/(1 - r)) u]$ is independent of $(p, w, z)$, and so bias and inconsistency do not arise.

The previous results generalize easily to the case in which both technical and allocative inefficiencies are present. If technical inefficiency is output oriented as in equation (5.2.1), and if allocative inefficiencies are modeled as in equation (5.2.2), then the dual variable profit frontier can be expressed as

$$\nu_{i} = \nu_{i}(pe^{w*}, w', z; \beta) = \nu_{i}(p, w, z; \beta) h(p, w, z, u, \beta, \xi),$$

where $w' = (w_1, \ldots, w_n) = (w_1 \cdot \exp[-\xi], \ldots, w_n \cdot \exp[-\xi]), \nu_{i}(pe^{w*}, w', z; \beta)$ is maximum variable profit in the presence of both types of inefficiency, $\nu_{i}(p, w, z; \beta)$ is maximum variable profit in the absence of both types of inefficiency, and $h(p, w, z, u, \beta, \xi) = \nu_{i}(pe^{w*}, w'; z; \beta)/\nu_{i}(p, w, z; \beta)$. Since $\nu_{i}(pe^{w*}, w'; z; \beta) \leq \nu_{i}(p, w, z; \beta), h(p, w, z, u, \beta, \xi) \leq 1$. Thus the variable profit loss due to inefficiency is given by the function $h(p, w, z, u, \beta, \xi)$, whose functional form depends on that of $\nu_{i}(p, w, z; \beta)$.

Unfortunately the function $h(p, w, z, u, \beta, \xi)$ is not generally separable, so that $h(p, w, z, u, \beta, \xi) \neq h_1(p, w, z, u, \beta) \cdot h_2(p, w, z, \beta, \xi)$, and it
is not generally possible to decompose profit inefficiency $h(p, w, z, u, \beta, \xi)$ into the product of its technical inefficiency and allocative inefficiency components. However if the production technology is homogeneous of degree $r$ in $x$, then \( \ln \nu(p, w, z; \beta) = \ln \nu(p, w, z; \beta) + \ln h(p, w, z; u, \beta, \xi) = \ln \nu(p, w, z; \beta) + \ln h(p, w, z; u, \beta, \xi) \). Thus under homogeneity $h(p, w, z, u, \beta, \xi) = h_1(p, w, z, u, \beta) \cdot h_2(p, w, z, u, \beta, \xi)$ with $h_1(p, w, z, u, \beta) = h_1(u)$ and $h_2(p, w, z, u, \beta, \xi) = h_2(w, \xi)$. Once again ignoring technical inefficiency generates biased and inconsistent parameter estimates unless the underlying technology is homogeneous. Worse still, ignoring allocative inefficiency generates biased and inconsistent parameter estimates even if technology is homogeneous, since $h_2(w, \xi)$ is independent of $p$ and $z$, but not of $w$. This adverse impact on parameter estimates also carries over to estimates of supply and demand elasticities and other characteristics of the structure of production technology. This calls into question the assertion of Schmidt (1985–1986; 320) that “it he only compelling reason to estimate production frontiers is to measure efficiency.” An equally compelling reason is to avoid biased and inconsistent estimates of the structure of production technology, and consequently of efficiency measured relative to that technology.

**Cobb–Douglas** We start with the homogeneous Cobb–Douglas form for simplicity. To simplify the algebra, we begin with the stochastic production frontier and derive the first-order conditions, conditional on both $v$ and $u$. Under these conditions $\beta_n(v/x_n) = (w_n/p)\exp[-\xi_n] \Rightarrow \ln x_n = \ln y = \ln \beta_n - \ln(w_n/p) + \xi_n$, $n = 1, \ldots, N$, and a little algebra yields the dual normalized variable profit frontier

$$\ln \frac{\nu}{p} = \ln \frac{\nu(p, w, z; \beta)}{p} + \ln \nu_\alpha + \ln \nu_\pi + \ln \nu_\tau, \quad (5.2.15)$$

where

$$\ln \frac{\nu(p, w, z; \beta)}{p} = \frac{1}{1-r} \beta_\nu + \frac{1}{1-r} \sum_\alpha \beta_\nu \ln(w_\nu/p) + \frac{1}{1-r} \sum_q \gamma_q \ln z_q + \ln(1-r) \quad (5.2.16)$$

is the normalized variable profit frontier in the presence of technical and allocative efficiency, \( \ln \nu_\alpha = [-1/(1-r)]u \leq 0 \) represents the impact of technical inefficiency on normalized variable profit, \( \ln \nu_\pi = (E - \ln r) \leq 0 \) represents the impact of allocative inefficiency on normalized variable profit, where $E = [(1/(1-r))\sum_\beta \beta_\pi \exp[\xi_\pi]]$, \( \ln \nu_\tau = (1/(1-r))v \) represents the impact of statistical noise on normalized variable profit, and $r = \sum_\pi \beta_\pi < 1$ measures the degree of homogeneity of $f(x, z; \beta)$ in $x$.

The normalized variable profit frontier in equation (5.2.15) shows that the overall variable profit inefficiency (the percentage loss of normalized variable profit due to both technical and allocative inefficiencies, \( \ln \nu_\pi + \ln \nu_\tau \)) is independent of output prices, input prices, and quasi-fixed input quantities. Recall that under homogeneity alone, \( \ln h_1(p, w, z, u, \beta) = \ln \nu_\pi \) is independent of $p$, $w$, and $z$, and \( \ln h_2(p, w, z, u, \beta, \xi) = \ln \nu_\tau \) is independent of $p$ and $z$, but not of $w$. However in the homogeneous Cobb–Douglas case \( \ln h_2(p, w, z, u, \beta, \xi) = \ln \nu_\tau \) is independent of $p$, $w$, and $z$.

If the normalized variable profit frontier in equation (5.2.15) is rewritten as

$$\ln \frac{\nu}{p} = \delta_\nu + \sum_\alpha \delta_\nu \ln \frac{w_\nu}{p} + \sum_\pi \delta_\pi \ln z_\pi + \nu_x + u_x, \quad (5.2.17)$$

where \( \delta_\nu \) is a constant, \( \delta_\pi = -(1/1-r)\beta_\pi \forall \pi, \delta_\pi = [(1/(1-r)]\gamma_\nu \forall q, \nu_x = [1/(1-r)]v, \nu_x = [1/(1-r)]v, \text{ and } u_x = [\ln \nu_\pi + \ln \nu_\tau] \leq 0 \) (which is the overall normalized variable profit inefficiency), then equation (5.2.17) is structurally similar to the stochastic production frontier model in equation (5.2.3). Thus no new tools are required to estimate it. The MLE techniques developed in Chapter 3 are appropriate, and after estimation the JLMs decomposition can be used to generate producer-specific estimates of overall normalized variable profit inefficiency. However if one wants to disentangle the separate effects of technical and allocative inefficiencies, a system approach is required. Kumbhakar (1987) provides the details and we will consider such a system in Chapter 6.

**Translog I** We begin by allowing for technical inefficiency, but we maintain the assumption of allocative efficiency. If the dual variable profit frontier takes the translog form, then
\[
\ln \nu_p = \ln \nu(w, z; \beta) = \beta_0 + \beta_1 \ln(p e^{-u}) + \sum_1^n \beta_n \ln w_n + \sum_1^n \gamma_q \ln z_q + \frac{1}{2} \sum_1^q \beta_{pq} \ln(p e^{-u})^2 \\
+ \frac{1}{2} \sum_1^n \sum_1^k \beta_{nk} \ln w_n \ln w_k + \frac{1}{2} \sum_1^q \sum_1^r \gamma_{qr} \ln z_q \ln z_r \\
+ \sum_1^n \beta_{mp} \ln(p e^{-u}) \ln w_n + \sum_1^q \beta_{pq} \ln(p e^{-u}) \ln z_q \\
+ \sum_1^n \sum_1^q \gamma_{mq} \ln w_n \ln z_q, 
\]

(5.2.18)

where linear homogeneity in \((p, w)\) is imposed by the restrictions \(\Sigma \beta_n + \beta_p = 1, \Sigma \beta_{np} + \beta_{pq} = 0, \Sigma \beta_{nk} + \beta_{pq} = 0 \forall n, \Sigma \gamma_{nr} + \beta_{pq} = 0 \forall q\). These restrictions can be embedded by writing equation (5.2.18) as a normalized variable profit frontier

\[
\ln \nu_p \frac{v_p}{p} = \beta_0 + \sum_1^n \beta_n \frac{w_n}{p e^{-u}} + \frac{1}{2} \sum_1^n \sum_1^k \beta_{nk} \frac{w_n}{p e^{-u}} \frac{w_k}{p e^{-u}} \\
+ \sum_1^q \gamma_q \ln z_q + \frac{1}{2} \sum_1^q \sum_1^r \gamma_{qr} \ln z_q \ln z_r \\
+ \sum_1^n \sum_1^q \gamma_{mq} \frac{w_n}{p e^{-u}} \ln z_q - u, 
\]

(5.2.19)

which is homogeneous of degree 0 in \((p e^{-u}, w)\). This normalized variable profit frontier can be expressed as

\[
\ln \nu_p \frac{v_p}{p} = \ln \nu(p, w, z; \beta) + \ln h(p, w, z, u, \beta), 
\]

(5.2.20)

where \(\ln \nu(w/p, z; \beta)\) is the translog normalized variable profit frontier in the presence of technical efficiency and

\[
\ln h(p, w, z, u, \beta) = \left[ \beta_r + \beta_{pp} \ln p + \sum_1^n \beta_{mn} \ln w_n + \sum_1^q \gamma_{mq} \ln z_q \right] u \\
+ \frac{1}{2} \beta_{pp} u^2 = -u \left[ 1 - \sum_1^n \beta_n - \sum_1^n \sum_1^q \beta_{nk} \ln \frac{w_n}{p} \\
- \sum_1^n \sum_1^q \gamma_{mq} \ln z_q \right] + \frac{1}{2} u^2 \sum_1^n \sum_1^k \beta_{nk},
\]

(5.2.21)

which does not collapse to \(\ln h(u)\) unless the underlying technology is homogeneous \((\beta_n = \beta_{mn} = \gamma_{mq} = 0 \forall n, q)\). Nonetheless, even in the nonhomogeneous translog case, we have an exact relationship between technical inefficiency \(u\) and normalized variable profit inefficiency \(h(p, w, z, u, \beta)\), and this relationship holds even though the translog form is not self-dual.

Hotelling's lemma may be applied to the variable profit frontier in equation (5.2.18) to generate the actual variable profit share equations

\[
\frac{w_n x_n}{v_p} = -S_n(p e^{-u}, w; \beta) = \beta_n + \sum_1^k \beta_{nk} \frac{w_k}{p e^{-u}} + \sum_1^q \gamma_{mq} \ln z_q, \\
n = 1, \ldots, N, 
\]

(5.2.22)

\[
\frac{v_p}{p} = S_p(p e^{-u}, w; \beta) = 1 + \sum_1^q S_q(p e^{-u}, w; \beta). 
\]

(5.2.23)

Equation (5.2.21) shows that it is impossible to disentangle \(u\) from \((p, w, z)\) in the variable profit frontier without sacrificing its flexibility. Consequently estimation is based on the input variable profit share equations, to which we append classical error terms and rewrite as

\[
\frac{w_n x_n}{v_p} = -\left[ \beta_n + \sum_1^k \beta_{nk} \ln \frac{w_k}{p} + \sum_1^q \gamma_{mq} \ln z_q \right] - \beta_{pp} u + \eta_n, \\
n = 1, \ldots, N, 
\]

(5.2.24)

where \(\Sigma \beta_{nk} = -\beta_{pp}\). The system of share equations (5.2.24) does not include the intercept term \(\beta_0\) or the parameters \(\gamma_q\) and \(\gamma_{qr}\) associated with the quasi-fixed inputs. Estimation of these parameters is considered beneath equations (5.2.28) and (5.2.29).

In a cross-sectional framework estimation of producer-specific technical inefficiencies requires that \(u\) be random. Here we follow standard practice in the stochastic frontier literature by assuming that \(u \sim \text{iid } N^*(0, \sigma^2_u)\), that \(\eta = (\eta_1, \ldots, \eta_n)' \sim \text{iid } N(0, \Sigma)\), and that the elements of \(\eta\) are distributed independently of \(u\). The justification for these assumptions is that \(u\) is under the control of producers but \(\eta\) is not.
Given a sample of $I$ producers, we need to find the density function of the error vector $[-\beta_{1i} u_i + \eta_{1i}, \ldots, -\beta_{ni} u_i + \eta_{ni}]', i = 1, \ldots, I$, in equations (5.2.24). Define $\Xi = (Bu_i + \eta_i)'$, where $b = (-\beta_{1i}, \ldots, -\beta_{ni})'$. Since both $u_i$ and the $\eta_i$ are iid across producers, we temporarily delete the producer subscript. The density function of $\Xi$ can be expressed as

$$f(\Xi) = \int_0^\infty f(\Xi, u)du = \int_0^\infty f(\Xi|u)h(u)du,$$  \hspace{1cm} (5.2.25)

where $f(\Xi, u)$ is the joint density function of $\Xi$ and $u$, and $h(u)$ is the density function of $u$. Using the distributional assumptions on $u$ and $\eta$, the density function of $\Xi$ can be expressed as

$$f(\Xi) = \frac{2}{(2\pi)^{\frac{\eta+1}{2}}\sigma^\eta} \int_0^\infty \exp\left\{-\frac{1}{2}(\Xi - bu)'\Sigma^{-1}(\Xi - bu) + \frac{u^2}{\sigma^2}\right\}du$$

$$= \frac{2\sigma \exp\left\{-a/2\right\}}{(2\pi)^{\frac{\eta+1}{2}}\sigma^\eta} \phi(\Xi'^{-1}b\sigma),$$  \hspace{1cm} (5.2.26)

where $\sigma^2 = 1/\sigma_u^2 + b't\Sigma^{-1}b$, $a = \Xi'E^{-1}\Xi - \sigma^2(\Xi'^{-1}b\sigma)^2$, and $\phi(\cdot)$ is the cumulative distribution function of a standard normal variable. Reintroducing producer subscripts, the log likelihood function for a sample of $I$ producers can be expressed as

$$\ln L = \text{constant} - \frac{I}{2} \ln |\Sigma| + I \ln \sigma + \sum_i \phi(\Xi_i'^{-1}b\sigma)$$

$$- I \ln \sigma_{i} - \frac{1}{2} \sum_i a_i,$$  \hspace{1cm} (5.2.27)

maximization of which generates consistent estimates of all parameters of the variable profit function that are included in the share equations, as well as $\sigma_u^2$ and the elements of $\Sigma$. After obtaining parameter estimates, producer-specific estimates of technical inefficiency can be obtained from the decomposition formula in Kumbhakar (1987), which generalizes the JLMS formula to a simultaneous-equation system. Thus

$$E(u_i|Bu_i + \eta_i) = \mu_i + \sigma \frac{\phi(\mu_i/\sigma)}{\phi(\mu_i/\sigma)},$$  \hspace{1cm} (5.2.28)

$$M(u_i|Bu_i + \eta_i) = \begin{cases} 
\mu_i & \text{if } \mu_i > 0, \\
0 & \text{otherwise},
\end{cases}$$  \hspace{1cm} (5.2.29)

where $\mu_i = \Xi_i'^{-1}b\sigma^2$ and $\phi(\cdot)$ is the density function of a standard normal variable.

Once $u$ has been estimated from either the conditional mean or the conditional mode, profit efficiency can be estimated from the expression for $\ln h(p, w, z, u, \beta)$ in the second line of equation (5.2.21), all parameters of which are contained in the input variable profit share equations (5.2.24). Thus in the present formulation it is possible to estimate both technical inefficiency $u$ and the variable profit loss arising from technical inefficiency $h(p, w, z, u, \beta)$.

Estimates of the remaining parameters ($\beta$, the $\gamma_q$, and the $\gamma_w$) can be obtained from a second-stage regression conditional on the parameter estimates obtained from the share equations and estimates of $u$ from either equation (5.2.28) or (5.2.29). This second-stage regression uses the following residuals obtained from equation (5.2.19):

$$\ln \frac{v \cdot \alpha}{p} \left[ \frac{\sum \beta_{\alpha}}{2} \alpha \ln \frac{w_{\alpha}}{p e^{u \cdot \alpha}} - \sum \frac{1}{2} \sum \frac{\beta_{\alpha} \ln \frac{w_{\alpha}}{p e^{u \cdot \alpha}} \ln \frac{w_{\alpha}}{p e^{u \cdot \alpha}}}{\ln z_{\alpha} - u} \right],$$

which are regressed using OLS on an intercept, the $(\ln z_{\alpha})$, and the $(\ln z_{\alpha})$ $(\ln z_{\alpha})$. This second-stage regression will give consistent estimates of the remaining parameters in the normalized variable profit frontier given in equation (5.2.19).

If panel data are available, and if one is willing to assume that technical inefficiency is time invariant, then it is possible to estimate all parameters in the model, and $u$ and $h(p, w, z, u, \beta)$ as well, without having to impose strong distributional assumptions. The estimation procedure is simple and straightforward. Imposing the homogeneity restrictions, the normalized variable profit frontier and the associated input variable profit share equations can be written as
\begin{align*}
\ln \frac{\pi_n}{P_n} &= \beta_0 + \sum_n \beta_n \ln \frac{w_{nu}}{P_n} + \sum_n \sum_k \beta_{nk} \ln \frac{w_{nu}}{P_n} e^{-u_k} \\
&\quad + \sum_q \gamma_q \ln z_{qi} + \frac{1}{2} \sum_q \sum_r \gamma_{qr} \ln z_{qi} \ln z_{ri} \\
&\quad + \sum_n \sum_q \gamma_{nq} \ln \frac{w_{nu}}{P_n} e^{-u_k} \ln z_{qi} - u_i + v_i, \\
S_{ni} &= \left[ \beta_n + \sum_k \beta_{nk} \ln \frac{w_{nu}}{P_n} e^{-u_k} + \sum_q \gamma_{nq} \ln z_{qi} \right] + \eta_{ni},
\end{align*}
\tag{5.2.30}

where \( v_i \) and the \( \eta_{ni} \) are stochastic noise components, and the \( u_i \) are assumed to be producer-specific fixed effects. Under the assumption that \( v \) and the \( \eta_n \) have zero means and constant variance–covariance matrix, the system of equations (5.2.30) and (5.2.31) can be estimated using a nonlinear ITSUR procedure. Technical inefficiencies can be estimated relative to the most efficient producer in the sample, as in Schmidt and Sickles (1984). Once the parameters and the \( u_i \) have been estimated, profit loss due to technical inefficiency can be estimated for each producer using equation (5.2.21).

It should be noted that technical inefficiency appears in the normalized variable profit frontier both additively as an error component and interactively with the normalized input prices, and so it also appears interactively in the input variable profit share equations. Consequently a specification that includes only producer-specific intercepts in the normalized variable profit frontier to capture the impact of technical inefficiency is misspecified and generates inconsistent parameter estimates.

**Translog II** We now allow for both technical and allocative inefficiency. Since actual variable profit \( \nu \pi = py - w^T x \), and since \( \nu \pi(p e^{-\nu}, w^*, z; \beta) = p e^{-\nu} y e^{\nu} - w^T x \), an alternative expression for actual variable profit can be obtained by combining these two expressions to yield

\begin{align*}
\nu \pi &= \nu \pi(p e^{-\nu}, w^*, z; \beta) + \sum_n (w_n^* - w_n) x_n \\
&= \nu \pi(p e^{-\nu}, w^*, z; \beta) \left[ 1 - \sum_n (\exp\{\xi_n\} - 1) S_n \right] \tag{5.2.32}
\end{align*}

where shadow input prices \( w_n^* = w_n \exp\{-\xi_n\} \) \( \forall \) n and shadow input variable profit shares \( S_n = -\partial \ln \nu \pi(p e^{-\nu}, w^*, z; \beta) / \partial \ln w_n^* \) \( \forall \) n. Observed input variable profit shares can be expressed in terms of shadow input variable profit shares as

\begin{align*}
S_n &= \frac{w_n x_n (p e^{-\nu}, w^*, z; \beta)}{\nu \pi} \\
&= \frac{[w_n^* x_n (p e^{-\nu}, w^*, z; \beta)] [\nu \pi(p e^{-\nu}, w^*, z; \beta)] [w_n]}{\nu \pi} \\
&\quad \exp\{\xi_n\} \left[ 1 - \sum_n (\exp\{\xi_n\} - 1) S_n \right], \tag{5.2.33}
\end{align*}

If \( \nu \pi(p e^{-\nu}, w^*, z; \beta) \) takes the translog functional form, then

\begin{align*}
\ln \nu \pi(p e^{-\nu}, w^*, z; \beta) &= \beta_0 + \beta_p \ln(p e^{-\nu}) + \sum_n \beta_n \ln w_n^* + \sum_q \gamma_q \ln z_q \\
&\quad + \frac{1}{2} \beta_{pp} \ln(p e^{-\nu})^2 + \frac{1}{2} \sum_n \sum_k \beta_{nk} \ln w_n^* \ln w_k^* \\
&\quad + \sum_q \sum_r \gamma_{qr} \ln z_q \ln z_r + \sum_n \beta_{pn} \ln(p e^{-\nu}) \ln w_n^* \\
&\quad + \sum_q \gamma_{pq} \ln(p e^{-\nu}) \ln z_q + \sum_n \gamma_{nq} \ln w_n^* \ln z_q, \tag{5.2.34}
\end{align*}

and the shadow input variable profit share equations become

\begin{align*}
S_n &= -\frac{\partial \ln \nu \pi(p e^{-\nu}, w^*, z; \beta)}{\partial \ln w_n^*} \\
&= \left( \beta_n + \sum_k \beta_{nk} \ln w_n^* \right) / \sum_q \gamma_{nq} \ln z_q - \sum_k \beta_{nk} u_k \\
&= A_n - \beta_{np} u_n, \quad n = 1, \ldots, N, \tag{5.2.35}
\end{align*}

where the linear homogeneity restrictions listed beneath equation (5.2.18) have been imposed. Alternatively, if a normalized shadow variable profit function is specified, the homogeneity restrictions are automatically imposed. The normalized version of equation (5.2.34) is
It is clear that overall variable profit inefficiency $\ln h(p, w, z, u, \beta, \xi)$ cannot be decomposed into a technical inefficiency term $\ln h_t(p, w, z, u, \beta)$ and an allocative inefficiency term $\ln h_s(p, w, z, u, \beta, \xi)$ unless the interaction term $\ln h_{st}(p, w, z, u, \beta, \xi) = 0$. This term is zero if the underlying production technology is homogeneous, and even then the separate effects of technical and allocative inefficiencies both depend on $(p, w, z)$.

We now consider how to estimate the translog model in the presence of both technical and allocative inefficiency. We begin by deriving the actual input variable profit share equations, which in the translog case can be expressed in terms of the shadow input variable profit share equations as

$$\frac{S_n}{\bar{w}_n} \exp\{-\xi_n\}[1 - \Sigma_k (\exp[\xi_k] - 1)A_k] - A_n = -u, \quad n = 1, \ldots, N.$$  
(5.2.39)

Adding classical error terms $\eta_n$ to equations (5.2.39) generates a system of $N$ equations with error vector $-(u + \eta)$, $1$ being an $N \times 1$ column vector of ones. Writing these equations in implicit form, we have

$$q_n\left(\frac{S_n}{\bar{w}_n}, \xi\right) = -u + \eta_n, \quad n = 1, \ldots, N,$$  
(5.2.40)

or, in vector notation,

$$q^\prime\left(\frac{S}{\bar{w}}, \xi\right) = -u + \eta = \Xi.$$  
(5.2.41)

The density function of $\Xi$ is

$$f(\Xi) = \frac{2\sigma\exp\{-\sigma/2\}}{(2\pi)^{1/2} |\Sigma|^{1/2}} \Phi(-\Xi^\prime \Sigma^{-1} \sigma),$$  
(5.2.42)

where $\sigma^2 = (1/\sigma_0^2 + \tau \Sigma^{-1})^{-1}$ and $a = \Xi^\prime \Sigma^{-1} \Xi - \sigma^2 (\Sigma^{-1} \tau)^2$. The log likelihood function is

$$\ln L = \text{constant} - \frac{I}{2} \ln |\Sigma| + I \ln \sigma + \sum_i \ln \Phi(-\Xi_i^\prime \Sigma^{-1} \sigma) - I \ln \sigma_u - \frac{1}{2} \sum_i a_i + \sum_i \ln |D_i|.$$  
(5.2.43)
where \( D \) is the Jacobian of the transformation from \((\Xi_n, \ldots, \Xi_N)\) to \((S_n, \ldots, S_N)\). This log likelihood function can be maximized to obtain estimates of all technology parameters appearing in the share equations, as well as of \( \sigma_n^2 \) and the elements of the \( \Sigma \) matrix. Once the parameters have been estimated, producer-specific estimates of technical efficiency can be obtained from modifications of equations (5.2.28) and (5.2.29). The modifications consist of replacing \( b \) with \(-1\) in the expressions for \( \mu_n \) and \( \sigma_n^2 \).

Some of the remaining parameters can be derived by exploiting the homogenity restrictions. Others can be estimated from a second-stage regression based on the residuals from equation (5.2.36), using the parameter estimates obtained from equation (5.2.43) and estimates of \( u \).

The generalization to panel data follows along lines similar to those discussed for the case in which only technical inefficiency appears. In the presence of both technical and allocative inefficiency the translog normalized variable profit frontier and its associated input variable profit share equations are modified from those appearing in equations (5.2.30) and (5.2.31) to become

\[
\ln \frac{\pi}{p_n} = \beta_0 + \sum_{n} \beta_n \ln \frac{w_n}{p_n e^{u_n}} + \frac{1}{2} \sum_{n} \beta_{n1} \ln \frac{w_n}{p_n e^{u_n}} \ln \frac{w_n}{p_n e^{u_n}} + \frac{1}{2} \sum_{n} \beta_{n2} \ln \frac{w_n}{p_n e^{u_n}} + \sum_{q} \gamma_{q1} \ln \frac{y_q}{n} + \sum_{q} \gamma_{q2} \ln \frac{y_q}{n} + \sum_{q} \gamma_{q3} \ln \frac{y_q}{n} + \ln \left[ 1 - \sum_{n} (\exp[\xi_n] - 1) S_n \right] + v_n - u_n, \tag{5.2.44}
\]

\[
S_n = \frac{S_{nm} \exp[\xi_n]}{[1-\Sigma_n (\exp[\xi_n] - 1) S_n]} + \eta_{nm}, \quad n = 1, \ldots, N. \tag{5.2.45}
\]

where \( w_n' = w_n \cdot \exp[-\xi_n] \) \( \forall n \) and the \( S_n' \) are defined in equation (5.2.35). As before, \( v_n \) and the \( \eta_{nm} \) are stochastic noise error components. The model in equations (5.2.44) and (5.2.45) is structurally similar to the model in equations (5.2.30) and (5.2.31), apart from the allocative inefficiency terms, and estimation proceeds as in the previous case. Details are provided in Kumbhakar (1996b).

5.3 MULTIPLE-OUTPUT MODELS

We concluded Section 5.2.1 with the observation that incorporating quasi-fixed inputs into a primal approach to the estimation of variable profit efficiency, although theoretically desirable, raises no new econometric issues. The same conclusion applies to a dual approach. Since no new econometric issues are raised in either approach, we ignore quasi-fixed inputs and consider the structurally simpler problem of estimating profit efficiency in the next two sections.

5.3.1 The Primal Distance Function Approach

Let \( y = (y_1, \ldots, y_M) \geq 0 \) be a vector of \( M \) outputs marketed at prices \( p = (p_1, \ldots, p_M) \geq 0 \), and let \( x = (x_1, \ldots, x_N) \geq 0 \) be a vector of \( N \) inputs purchased at prices \( w = (w_1, \ldots, w_M) \geq 0 \). The structure of production technology is characterized by the output distance function \( D_0(x, y; \beta) \leq 1 \), where \( \beta \) is a vector of technology parameters to be estimated. Output-oriented technical inefficiency is introduced by writing \( D_0(x, y; \beta) = e^{\beta} \leq 1 \Leftrightarrow D_0(x, ye^{\beta}; \beta) = 1 \) for \( u \geq 0 \), since \( ye^{\beta} \geq y \) is a technically efficient output vector and \( D_0(x, y; \beta) \) is linearly homogeneous in \( y \). If we allow for technical inefficiency but maintain the assumption of allocative efficiency, the producer's profit maximization problem can be written as
Estimation and Decomposition of Profit Efficiency

\[ \max_{y^*} \{ p^T y - w^T x : D_n(x, ye^\nu; \beta) = 1 \}, \quad (5.3.1) \]

the first-order conditions for which can be rearranged to yield

\[ \frac{w_n}{\rho_m e^{-u}} = -\frac{\partial D_n(x, ye^\nu; \beta)}{\partial y_n} e^\nu. \quad (5.3.2) \]

Equation (5.3.2), together with the distance function \( D_n(x, ye^\nu; \beta) = 1 \) in equation (5.3.1), can in principle be solved for \( y_n(p e^{-u}, w; \beta) \forall m \) and \( x_n(p e^{-u}, w; \beta) \forall n \). These are the output supply equations and input demand equations that maximize profit in the presence of technical inefficiency and that are to be estimated in order to obtain estimates of technical inefficiency and its impact on profit. Unfortunately “in principle” rarely occurs in practice. We now turn to one case in which it does, and then we consider the options available when it does not.

**CET/Cobb–Douglas** If the output distance function is separable, \( u \) can be written as \( D_n(x, ye^\nu; \beta) = g(ye^\nu; \beta) - f(x; \beta) \). If, in addition, the functions \( g(ye^\nu; \beta) \) and \( f(x; \beta) \) are analytically tractable, an estimable model results. One such specification is the CET/Cobb–Douglas model of Powell and Gruen (1968), in which

\[ g(ye^\nu; \beta) = \left\{ \sum_m \delta_m (y_m e^\nu)^{\beta_m} \right\}_{\nu/c} = \left\{ \sum_m \delta_m (y_m)^{\beta_m} \right\}_{\nu/c} e^\nu, \]

\[ f(x; \beta) = \prod_n x_n^{\beta_n}. \quad (5.3.3) \]

where \( c > 1, \beta_m > 0 \forall m, \Sigma_m \delta_m = 1, \beta_m > 0 \forall n, \) and \( \Sigma_n \beta_n = r < 1 \). The partial elasticity of substitution between each pair of outputs is the constant \( c/(1 - c) < 0 \).

A lot of tedious algebra generates the profit-maximizing output supply and input demand equations

\[ y_n(p e^{-u}, w; \beta) = I(p)^{(c-1)/(c-1)} \delta_m^{-(c-1)} \prod_n \left( \frac{\alpha_n}{\beta_m} \right)^{\alpha_n/(c-1)} e^{-u/(c-1)}, \quad (5.3.4) \]

\[ x_n(p e^{-u}, w; \beta) = J(p)^{(c-1)/(c-1)} \prod_n \left( \frac{\alpha_n}{\beta_m} \right)^{\alpha_n/(1-c)} e^{-u/(1-c)}, \quad (5.3.5) \]

where \( I(p) = \Sigma_m \delta_m^{c-(c-1)} \rho_m^{c-(c-1)}, \) and \( \delta_m = 1 \) if \( n = k \) and \( \delta_m = 0 \) if \( n \neq k \). Equations (5.3.4) and (5.3.5) can be used to derive the expression for maximized profit, conditional on the presence of technical inefficiency.

\[ \pi = \pi(p e^{-u}, w; \beta) = \sum_m p_m y_m(p e^{-u}, w; \beta) - \sum_n w_n x_n(p e^{-u}, w; \beta) \]

\[ = (1 - r) \cdot J(p)^{(c-1)/(c-1)} \prod_n \left( \frac{\alpha_n}{\beta_m} \right)^{\alpha_n/(1-c)} \exp \left\{ \frac{-u}{1-r} \right\} \]

\[ = \pi(p, w; \beta) g(u). \quad (5.3.6) \]

It follows that technical inefficiency reduces profit by \( 100(1 - r)\% \). The fact that \( \pi(p e^{-u}, w; \beta) = \pi(p, w; \beta) g(u) \) follows from the homogeneity of the CET/Cobb–Douglas technology.

Estimation of the system of equations (5.3.4) and (5.3.5) is straightforward. We append classical error terms \( \eta_i, j = 1, \ldots, M + N, \) to the equations and make the distributional assumptions:

(i) \( \eta_i (\eta_{i, \ldots, i}) \sim i.i.d \ N(0, \Sigma) \).

(ii) \( \epsilon_i \sim i.i.d \ N(0, \sigma^2) \).

(iii) The elements of \( \eta \) are independent of \( u \).

With these assumptions the log likelihood function is similar to that for equations (5.2.24). Defining \( \Xi_i = \gamma_i + \eta_i, \) where \( \gamma = -1/(1 - r) \) and \( \gamma \) is an \( (M + N) \times 1 \) vector of ones, the density function of \( \Xi_i \) can be written as

\[ f(\Xi_i) = \frac{2 \sigma \exp \{-h/2\}}{(2\pi)^{[M + N]}/2} \phi(\Xi_i; \Sigma^{-1}\gamma), \quad (5.3.7) \]

where \( \sigma^2 = (1/\sigma^2 + \gamma \Sigma^{-1}\gamma)^{-1} \) and \( \delta_i = \Xi_i - \Sigma^{-1}\gamma \). The log likelihood function is
\[
\ln \mathcal{L} = \text{constant} - \frac{1}{2} \ln |\Sigma| + I \ln \sigma + \sum_i \ln \Phi(\Xi(\Sigma^{-1})\gamma) - I \ln \sigma - \frac{1}{2} \sum_i b_i.
\] (5.3.8)

Once the parameters have been estimated, estimates of producer-specific technical efficiencies can be obtained from equations (5.2.28) and (5.2.29), in which \( b \) is replaced by \( \gamma \).

With panel data and an assumption of time-invariant technical inefficiencies, the term \( -1/(1 - r) \mu \) in equations (5.3.4) and (5.3.5) is replaced with \( \Sigma_d D_n \), where the \( D_i \) are producer dummy variables. The system can be estimated using the nonlinear TSUR technique, after which technical inefficiencies can be estimated relative to that of the most efficient producer as before.

**Translog** If \( D_n(x, y, \varepsilon; \beta) \) takes the translog form, then it follows from Section 3.2.3 that it can be written as

\[
-\ln |y| = \beta_0 + \sum_n \beta_n \ln x_n + \sum_m \beta_m \frac{y_m}{|y|} + \frac{1}{2} \sum_n \sum_k \beta_{nk} \ln x_n \ln x_k + \sum_n \sum_j \beta_{nj} \frac{y_j}{|y|} \frac{y_n}{|y|} + \sum_n \sum_m \beta_{nm} \ln x_n \ln y_m + u.
\] (5.3.9)

It is not possible to derive expressions for the profit-maximizing output supply and input demand equations, and the resulting profit equation, associated with the translog output distance function, so the approach adopted within the CET/Cobb-Douglas framework is infeasible. Even if the separability restrictions \( \beta_{nm} = 0 \) \( \forall n, m \) are imposed on the translog output distance function, derivation of profit-maximizing output supply and input demand equations, and the resulting profit equation, would be infeasible. This leaves two options, both of which suffer from the same problem. The first option is to estimate equation (5.3.9) by itself, after adding a random-noise error component. Although the ALS MLE technique can be applied, after which technical inefficiencies can be predicted using the JLMS decomposition technique, the parameter estimates will be biased and inconsistent because the regressors are not exogenous within a profit maximization framework. The second option is to incorporate additional equations based on the derivative property \( \partial D_n(x, y; \beta) / \partial y_m = \)

\[ p_n / R^c \forall m \text{ where the } p_n \text{ are output shadow prices and } R^c = \sum_m p_n z_m \text{ is shadow revenue. Although this will improve statistical efficiency, it does not address the endogeneity problem. We refer the reader to Atkinson and Primont (1998), who have developed an input-oriented version of such a system, and have proposed the use of instrumental variables estimation techniques to deal with the endogeneity problem.}

### 5.3.2 The Dual Variable Profit Frontier Approach

The material in this section is a modest extension of the material in Section 5.2.2. We begin by revisiting the translog specification, and we continue by examining another flexible functional form.

**Translog** Allowing for technical inefficiency but maintaining the assumption of allocative efficiency, the translog profit frontier can be written as

\[
\ln \pi = \ln \pi(p e^{-u}, w; \beta) = \beta_0 + \sum_m \beta_m \ln (p_m e^{-u}) + \sum_n \beta_n \ln w_n + u,
\]

\[
+ \frac{1}{2} \sum_n \sum_m \beta_{nm} \ln (p_m e^{-u}) \ln (p_n e^{-u}) + \frac{1}{2} \sum_n \sum_k \beta_{nk} \ln w_n \ln w_k + \sum_n \sum_m \beta_{nm} \ln (p_m e^{-u}) \ln w_n.
\] (5.3.10)

where the linear homogeneity restrictions are now \( \Sigma \beta_m + \Sigma \beta_n = 1, \Sigma \beta_m + \Sigma \beta_n = 0 \forall j, \) and \( \Sigma \beta_m + \Sigma \beta_n = 0 \forall k. \) As usual, these restrictions can be imposed by writing the profit frontier in normalized form. The associated output profit share equations and input profit share equations can be derived using Hotelling’s lemma and written as

\[
R_n = \frac{p_m y_m}{\pi} = \beta_m + \sum_j \beta_{mj} \ln (p_j e^{-u}) + \sum_n \beta_{mn} \ln w_n,
\]

\[
m = 1, \ldots, M,
\] (5.3.11)

\[
S_n = \frac{w_x}{\pi} = \left( \beta_n + \sum_m \beta_{mn} \ln (p_m e^{-u}) + \sum_k \beta_{nk} \ln w_k \right).
\]

\[
n = 1, \ldots, N.
\] (5.3.12)
As in the single-output case it is possible to express the profit function in equation (5.3.10) as \( \ln \pi = \ln \pi_0 \beta + \ln \pi_u \), where \( \ln \pi_u \) represents the percentage profit loss due to technical inefficiency and is given by

\[
\ln \pi_u = -u \left[ \sum_m \beta_m + \sum_j \sum_m \beta_m \ln p_j + \sum_m \sum_n \beta_m \ln w_m \right] + \frac{u^2}{2} \sum_m \beta_m
\]

(5.3.13)

Thus even in the multiple-output case there is a closed-form solution for the profit loss due to technical inefficiency. Since \( \ln \pi_u \) depends on all prices, omitting technical inefficiency or incorporating its impact in a simple additive form leads to biased and inconsistent parameter estimates.

In the absence of inefficiency, estimation would normally be based on the profit frontier with \((M + N - 1)\) profit share equations added to improve statistical efficiency. However in the present case technical inefficiency interacts with prices in the profit frontier, but not (after a simple rearrangement of terms so as to isolate \( u \)) in the profit share equations. Hence we base estimation on just the profit share equations. After appending classical error terms, the rearranged profit share equations can be written as

\[
R_m = \beta_m + \sum_j \beta_m \ln p_j + \sum_n \beta_m \ln w_n - \beta_m u + \eta_m, \quad m = 1, \ldots, M
\]

(5.3.14)

\[
S_n = \left( \beta_n + \sum_m \beta_m \ln p_m + \sum_k \beta_k \ln w_k \right) + \beta_n u + \eta_n
\]

(5.3.15)

where \( \beta_m \) and \( \beta_n \) are technology parameters to be estimated. Hotelling's lemma generates the system of netput equations

\[
z_j = \beta_j + \sum_{k=1}^N \beta_k \xi_k \frac{q_k}{q_1} - \tau_j, \quad j = 2, \ldots, M + N
\]

(5.3.16)

where \( q = (p', w') \) is an \((M + N)\)-dimensional vector of netput prices and \( q_1 = p_1 \). The parameters \( \beta \) and \( \beta_n = \beta_n \) are technology parameters to be estimated.

Equation (5.3.18) can itself be decomposed into profit loss attributable to (i) input mix inefficiencies, (ii) output mix inefficiencies, and (iii) input/output mix inefficiencies. Technical inefficiency is modeled through the \( \tau \) vector, with netput \( z \) being \( \tau \) units beneath the value that would maximize profit in the face of shadow prices. The profit loss associated with technical inefficiency is calculated as

\[
\pi(q; \beta; \tau) = \sum_{j=1}^R \left\{ \frac{1}{2} \left( 1 - \frac{q_j}{q_1} \right)^2 \xi_j \frac{q_j}{q_1} \right\}
\]

(5.3.18)
\[ \pi(q; \beta, \tau, \xi) - \pi(q; \beta, 0, \xi) = \sum \tau_i q_i. \tag{5.3.19} \]

The generalized quadratic specification differs from the translog specification in a number of ways. First, it is not logarithmic, and so allows for nonpositive values of profit and, in its more popular normalized variable profit form, for nonpositive values of quasi-fixed netputs as well. Second, convexity can be imposed, without reducing flexibility, by constraining the symmetric \((M + N) \times (M + N)\) matrix \(\beta = [b_i]^{T}\) to be positive semidefinite by replacing \(\beta\) with \(bb'\), where \(b\) is a lower triangular matrix with zero elements in its first column. Third, technical and allocative inefficiencies do not interact, making it possible to calculate the profit loss associated with either one independently of the other. Finally, and unfortunately, technical inefficiency is measured nonradially, as in the Lovell and Sicles (1983) generalized Leontief model, with each of the \(M + N\) technical efficiency measures being dependent on the units in which its corresponding netput is measured. Nonetheless, profit loss associated with technical inefficiency is independent of units of measurement.

A subset of \(M + N\) independent equations from the system (5.3.16) and (5.3.17) can be estimated, in either a cross-sectional or a panel data context, by adding classical error terms and using nonlinear ITSUR. In a cross-sectional context, and also in a panel data context when the number of producers is large, it is necessary to treat the allocative inefficiency parameters \(\xi\) as varying across netput ratios but fixed across producers. The composed error terms (involving technical inefficiencies and random noise) can be treated within a conventional fixed-effects framework or, what is essentially the same thing, within a “distribution-free” framework discussed in Section 4.4.2.

5.4 ALTERNATIVE PROFIT FRONTIERS

Underlying the profit frontier \(\pi(p, w; \beta)\) [and the variable profit frontier \(\pi(p, w, z; \beta)\) as well, \(z\) being a vector of quasi-fixed inputs] is the assumption that prices are exogenous and that producers seek to maximize profit (or variable profit) by selecting outputs and inputs under their control. One justification for exogeneity of prices is that producers operate in competitive markets. Suppose, to the contrary, that producers have some degree of monopoly power in their product markets. Under monopoly, the demands would be exploited to determine output prices and quantities jointly, and only input prices would be exogenous. In this context neither a traditional cost frontier (which treats outputs as being exogenous) nor a traditional profit frontier (which treats output prices as being exogenous) would provide an appropriate framework within which to evaluate producer performance.

Recently Humphrey and Pulley (1997) and others have introduced the notion of an “alternative” profit frontier to bridge the gap between a cost frontier and a profit frontier. An alternative profit frontier is defined as

\[ \pi^A(y, w; \beta, \delta) = \max_{p, z} \{p'y - w'x: g(p, y, w; \delta) = 0, D_e(x, y; \beta) \leq 1\}, \tag{5.3.20} \]

where the endogenous variables are \((p, x)\) and the exogenous variables are \((y, w)\), \(D_e(x, y; \beta)\) is the output distance function characterizing the structure of production technology, and \(g(p, y, w; \delta)\) represents what Humphrey and Pulley refer to as the producer’s “pricing opportunity set.” which captures the producer’s ability to transform exogenous \((y, w)\) into endogenous product prices \(p\). Thus \(\pi^A(y, w; \beta, \delta)\) has the same dependent variable as the standard profit frontier and the same independent variables as the standard cost frontier. However \(\pi^A(y, w; \beta, \delta)\) is not dual to \(D_e(x, y; \beta)\), because it incorporates both the structure of production technology (incorporated in the parameter vector \(\beta\)) and the structure of the pricing opportunity set (incorporated in the parameter vector \(\delta\)). Moreover, without specifying the properties satisfied by the function \(g(p, y, w; \delta)\), it is not possible to specify the properties satisfied by \(\pi^A(y, w; \beta, \delta)\), although it is reasonable to assume that \(\pi^A(y, w; \beta, \delta)\) is nondecreasing in the elements of \(y\) and nonincreasing in the elements of \(w\).

In the absence of Shephard–Hotelling derivative properties, it is not possible to specify a system of equations on which estimation can be based, as would be the case with standard cost or profit frontiers. Consequently the alternative profit frontier must be estimated as a single-equation model, once a functional form is assigned to \(\pi^A(y, w; \beta, \delta)\) and an assumption is made concerning error structure.
One possibility is to assume that $\pi^*(y, w; \beta, \delta)$ takes a translog functional form with composed error structure ($v = u$), with $v \sim \text{iid } N(0, \sigma_v^2)$ and $u \sim \text{iid } N'(0, \sigma_u^2)$, as in the conventional stochastic frontier framework.

### 5.5 A Guide to the Literature

The theory underlying profit functions/frontiers and variable profit functions/frontiers goes back to Hotelling (1932). Modern treatments are available in Lau (1972, 1976, 1978), Diewert (1973), and McFadden (1978). The result of Lau (1978) showing the implication of homogeneity of a single-output technology for the structure of the dual variable profit frontier, which is utilized in Section 5.2, also carries over to multiple-output technologies in Section 5.3, in which case homogeneity is replaced with almost homogeneity. Lau also shows the implication of separability of the multiple-output distance function (which he calls a transformation function) for the dual profit frontier.

The use of shadow prices to model allocative inefficiencies within a profit-seeking context is due to Lau and Yotopoulos (1971) and Yotopoulos and Lau (1973), although they assumed a restrictive Cobb-Douglas functional form, as did subsequent research contained in *Food Research Studies* (1979). The generalization to flexible functional forms within a profit-seeking context is apparently due to Atkinson and Halvorsen (1980) (translog, assuming technical efficiency) and Lovell and Sickles (1983) (generalized Leontief, allowing for both technical and allocative inefficiency).

What we have referred to as the primal approach to the estimation of technical, allocative, and profit efficiency has been used by Kumbhakar (1987) (Cobb-Douglas), Kumbhakar, Biswas, and Bailey (1989) (Cobb-Douglas), Kalirajan (1990) (translog), Seale (1990) (Cobb-Douglas), Kalirajan and Obwana (1994a, b) (Cobb-Douglas with random coefficients), and Kumbhakar (1994) (translog).

A detailed treatment of the primal approach in the multiple-output context, with and without separability imposed, is provided by Hasenkamp (1976).


Alternative profit frontiers have been formulated and estimated by Berger, Cummins, and Weiss (1996), Hasan and Hueter (1996), Akhavtein, Berger, and Humphrey (1997), Berger and Mester (1997), Humphrey and Pulley (1997), and Lozano Vivas (1997). Each has used a single-equation model, although a variety of functional forms have been specified, and a variety of estimation techniques has been employed. Each has estimated technical inefficiency, and its impact on alternative profit, under an assumption of allocative efficiency.
6 The Shadow Price Approach to the Estimation and Decomposition of Economic Efficiency

6.1 INTRODUCTION

In Chapter 3 technical inefficiency was modeled as an error component within a stochastic frontier framework. In Chapter 4 and parts of Chapter 5 cost inefficiency and profit inefficiency were also modeled as error components within a stochastic frontier framework. Thus the basic strategy in previous chapters has been to construct a composed error stochastic frontier model, and to extract estimates of inefficiency from the parameters describing the structure of the two error components. This procedure is straightforward in single-equation models, in which the sole objective is to estimate technical or economic inefficiency. However this procedure is much less straightforward in simultaneous-equation models, in which the dual objectives are to estimate and decompose economic inefficiency.

In this chapter we change our strategy. We do not estimate stochastic frontiers. Instead, we model all types of inefficiency parametrically, through the introduction of additional parameters to be estimated, rather than through an error component. The error structure of the estimating equation (or system of equations) is conventional, the same as that employed in the estimation of cost, revenue, or profit functions in the nonfrontier literature. Thus the error term is distributed normally in a single-equation model, and the error terms are distributed as multivariate normal in a system of equations model.

Technical inefficiency is introduced in two alternative ways. Output-oriented technical inefficiency is introduced by allowing the production function intercept to vary across producers; this generates a cost function in which producers' output vectors are scaled differentially, and a profit function in which producers' output price vectors are scaled differentially. Input-oriented technical inefficiency is introduced by scaling producers' input vectors differentially; this generates a cost function whose intercept varies across producers, and a profit function in which producers' input price vectors are scaled differentially. The input orientation is appropriate in a cost minimization framework, in which the objective of producers is to allocate inputs in such a way as to minimize the cost of producing their chosen output vector. Either orientation is appropriate in a profit maximization framework, in which the objective of producers is to allocate inputs and outputs so as to maximize profit. Allocative inefficiency (an inappropriate input mix, an inappropriate output mix, or an inappropriate scale) is introduced by allowing producers to fail to optimize with respect to observed prices, but by assuming that they do optimize with respect to shadow prices, which are parametrically related to observed prices. The usual approach is to model shadow prices by scaling observed prices, although it is also possible to model shadow prices by translating observed prices. Hypothesis tests concerning magnitudes and directions of various types of inefficiency, and calculations of the costs of various types of inefficiency, are then based on estimated values of these additional parameters.

Inspiration for the shadow price approach goes back at least to Hopper (1965), who reported the results of his 1954 study of the efficiency of resource allocation and crop mix in Indian agriculture. In his study he estimated the parameters of four-input Cobb–Douglas production functions for each of four crops, and compared the estimated value of each input's marginal product across crops. He found the farmers in his sample to be highly efficient in economizing on their scarce resources. Like Tax (1953) before him, Hopper found subsistence farmers to be "poor but efficient," because the penalty for inefficiency was so great. Although Hopper did not introduce inefficiency parameters explicitly into his analysis, his statistical tests of various allocative efficiency hypotheses amounted to essentially the same thing. The vast shadow price liter-
atime that has emerged in recent years, beginning with Lau and Yotopoulos (1971), can be viewed as a formalization and extension of Hopper's ideas.

This chapter is organized as follows. In Section 6.2 we consider cross-sectional models. In a cross-sectional context it is not possible to estimate a technical efficiency parameter for every producer, and so the emphasis is on the estimation of allocative efficiency, there being fewer inputs and outputs to be allocated than producers to allocate them. In Section 6.2.1 we consider models of cost efficiency, and in Section 6.2.2 we consider models of profit efficiency. In each section we consider a wider variety of functional forms than we did in previous chapters. We consider the Cobb-Douglas form for its relative simplicity, and we also consider flexible forms because the shadow price approach to the estimation of allocative efficiency is ideally suited to flexible forms. In Section 6.3 we consider panel data models. The obvious advantage of having panel data is the ability to obtain estimates of more parameters than is possible with cross-sectional data. In this case the additional parameters provide information on variation in technical and allocative efficiency across producers. In Section 6.3.1 we consider models of cost efficiency, and in Section 6.3.2 we consider models of profit efficiency. We concentrate on flexible forms in the panel data models. In Sections 6.2.2 and 6.3.2 we focus on the modeling and estimation of profit efficiency rather than variable profit efficiency, as we did in Section 5.2. It is straightforward to convert our profit efficiency models to variable profit efficiency models, and we leave this exercise to the reader. Section 6.4 concludes with a guide to the relevant literature.

6.2 CROSS-SECTIONAL MODELS

Suppose that cross-sectional data on the quantities of $N$ inputs used to produce a single-output are available for each of $I$ producers. The single-output assumption will be relaxed shortly. Then the production relationship can be expressed as

$$y_i = f(x_i; \beta) \cdot \exp(v_i),$$  
(6.2.1)

where $y_i$ is the scalar output of producer $i$, $i = 1, \ldots, I$, $x_i$ is a vector of $N$ inputs used by producer $i$, $f(x_i; \beta)$ is the deterministic kernel of

the stochastic production frontier $[f(x_i; \beta) \cdot \exp(v_i)]$, $\beta$ is a vector of technology parameters to be estimated, and $v_i$ is a symmetrically distributed error term with zero mean and constant variance, which captures the effect of random noise on production. The inequality (6.2.1) states that each producer's output cannot exceed maximum possible output, as determined by the stochastic production frontier $[f(x_i; \beta) \cdot \exp(v_i)]$.

In the approach adopted in Chapter 3, the inequality (6.2.1) was converted to an equality by introducing an additional error term of the form $\exp[-u_i] \leq 1$, with $u_i \geq 0$, which was intended to capture the impact of (output-oriented) technical inefficiency on production. Depending on the assumptions imposed on $u_i$, estimation was based on LSDV, GLS, or MLE techniques. The strategy adopted in this chapter is to convert the inequality (6.2.1) to an equality in a different way. If we specify technical inefficiency as being output-oriented, then the inequality (6.2.1) can be converted to the equality

$$y_i = \phi_i f(x_i; \beta) \cdot \exp(v_i),$$  
(6.2.2)

where the $0 < \phi_i \leq 1$ are producer-specific scalars that provide output-oriented measures of the technical efficiency of each producer. If we specify technical inefficiency as being input-oriented, then the inequality (6.2.1) can be converted to the equality

$$y_i = f(\phi_i x_i; \beta) \cdot \exp(v_i),$$  
(6.2.3)

where the $0 < \phi_i \leq 1$ are producer-specific scalars that provide input-oriented measures of the technical efficiency of each producer. The difference between these two specifications and the error component specification is that the $\phi_i$ are producer-specific parameters, whereas $\exp[-u_i]$ is a random draw from a probability distribution, and the only parameters in $\exp[-u_i]$ are those associated with the probability distribution of $u_i$.

Specifications (6.2.2) and (6.2.3) are equivalent if, and only if, technology satisfies constant returns to scale, since then, and only then, does $f(\phi_i x_i; \beta) = \phi_i f(x_i; \beta)$. Specification (6.2.2) is preferred if the analysis is based on the estimation of a production function, whereas specification (6.2.3) is preferred if the analysis is based on the estimation of a cost function. Either specification is appropriate if the analysis is based on the estimation of a profit function.
In the multiple-output case the production function in equation (6.2.2) would be replaced with an output distance function, which is dual to a revenue function, for which the output-oriented measure of technical efficiency is appropriate. In this event equation (6.2.2) would become

\[
\phi_i^\top D_o(x_i, y_i; \beta) = D_o\left(\frac{y_i}{\phi_i}, \beta\right) = \exp\{v_i\},
\]

(6.2.4)
since the output distance function is homogeneous of degree +1 in outputs. In the multiple-output case the production function in equation (6.2.2) would be replaced with an input distance function, which is dual to a cost function, for which the input-oriented measure of technical efficiency is appropriate. In this event equation (6.2.3) would become

\[
D_i(y_i, \phi, x_i; \beta) = \phi D_i(y_i, x_i; \beta) = \exp\{-v_i\},
\]

(6.2.5)
since the input distance function is homogeneous of degree +1 in inputs.

There is an obvious problem with equations (6.2.2)–(6.2.5): With I cross-sectional observations it is not possible to obtain estimates of the technology parameter vector \( \beta \), the variance \( \sigma^2 \) of the random noise error term, and I producer-specific technical inefficiency parameters \( \phi \). The most that can be accomplished is to estimate \( \beta \) and \( \sigma^2 \), and to estimate \( \phi \) for a limited number of groups of producers (say, by type of ownership), and then to test hypotheses concerning the group technical inefficiency parameters. Thus if the objective of the exercise is to obtain producer-specific estimates of technical efficiency, and only cross-sectional data are available, the stochastic frontier approach outlined in Chapter 3 is preferable to the parametric approach developed in this chapter. By modeling technical inefficiency as an error component, as in Chapter 3, it is possible to obtain estimates of technical efficiency for every producer in a cross section, whereas by modeling technical efficiency parametrically, as in this chapter, it is not possible to do so. The approach developed in this chapter does have some advantages in the estimation of allocative efficiency, however, and we now turn to the estimation and decomposition of cost inefficiency.

### 6.2.1 Estimating and Decomposing Cost Inefficiency

In Chapter 4 we saw that estimating cost inefficiency was easy, but decomposing estimated cost inefficiency into its technical and allocative components was not. Decomposition was impossible in a single-equation framework, and while decomposition is theoretically possible in a system of equations framework, it proved to be difficult econometrically. Perhaps the shadow price approach will be more productive.

Suppose that we observe a producer using input vector \( x \), available at input price vector \( w \), to produce scalar output \( y \), with technology characterized by the production function \( f(x; \beta) \). The producer is assumed to seek to minimize the cost of producing its chosen rate of output. The problem is illustrated in Figure 6.1, which adopts an output orientation to the measurement of technical efficiency, and in Figure 6.2, which adopts an input orientation to the measurement of technical efficiency. The producer in question is both technically and allocatively inefficient.

In Figure 6.1 an output-oriented measure of the technical efficiency of the producer is provided by \( \phi < 1 \), since \( y/\phi = f(x; \beta) \). The producer is also allocatively inefficient, since the marginal rate of substitution at \( x \in \text{Isoq} L(y/\phi; \beta) \) diverges from the input price ratio \( (w_y/w_x) \).
However the producer is allocatively efficient relative to the shadow input price ratio \([\theta_{12}(w_1/w_2)]\), with \(\theta_{12} < 1\) because the producer is overutilizing \(x_1\) relative to \(x_2\). Thus, although the producer’s input usage is both technically and allocatively inefficient for the observed variables \((y, w_1/w_2)\), it is both technically and allocatively efficient for the shadow variables \([y/\phi, \theta_{12}(w_1/w_2)]\). In this two-input model, the parameters to be estimated are the technology parameters \(\beta\), the technical inefficiency parameter \(\phi\), and the allocative inefficiency parameter \(\theta_{12}\). Once the parameters have been estimated, the next step is to calculate the costs of technical and allocative inefficiency.

In Figure 6.2 an input-oriented measure of the technical efficiency of the producer is provided by \(\phi < 1\), since \(y = f(\phi x, \beta)\). The producer is also allocatively inefficient, since the marginal rate of substitution at \(\phi x \in \text{Isoq} \ L(y; \beta)\) diverges from the input price ratio \((w_1/w_2)\). However the producer is allocatively efficient relative to the shadow input price ratio \([\theta_{12}(w_1/w_2)]\), again with \(\theta_{12} < 1\) because the producer is overutilizing \(x_1\) relative to \(x_2\). Thus, although the producer’s input usage is both technically and allocatively inefficient for the observed variables \((y, w_1/w_2)\), its contracted input vector \(\phi x\) is both technically and allocatively efficient for observed \(y\) and the shadow

price ratio \([\theta_{12}(w_1/w_2)]\). In this case the parameters to be estimated are \((\beta, \phi, \theta_{12})\).

It should be noted that unless production technology satisfies constant returns to scale, \([\phi, \theta_{12}]\) in the output-oriented framework illustrated in Figure 6.1 will differ from \([\phi, \theta_{12}]\) in the input-oriented framework illustrated in Figure 6.2. This is merely a reflection of the fact, first noted in Chapter 2, that efficiency measures can be sensitive to orientation. Regardless of orientation, however, our strategy becomes one of estimating the additional parameters \(\phi\) and \(\theta_{12}\), and then testing the hypotheses, separately or jointly, that \(\phi = 1\) and \(\theta_{12} = 1\).

The basic idea underlying the output-oriented approach presented in equation (6.2.2) and illustrated in Figure 6.1 can be generalized as follows. The shadow cost function is given by

\[
c(y^*, w^*; \beta) = \min_{x} \{w^T x : f(x; \beta) = y^*\},
\]

(6.2.6)

where \(y^* = y/\phi\) with \(0 < \phi \leq 1\), and \(w^* = (\theta_1 w_1, \ldots, \theta_n w_n)\) with \(\theta_n > 0\), \(n = 1, \ldots, N\). Since not all \(N\) scalars \(\theta_n\) can be identified, we arbitrarily specify the first input as numeraire and redefine \(w^* = (\theta_1 w_1, \theta_2 w_2, \ldots, \theta_n w_n)\). Since inputs can be under- or overutilized relative to \(x_1\), \(\theta_{n1} \equiv 1\), \(n = 2, \ldots, N\). Application of Shephard’s lemma to \(c(y^*, w^*; \beta)\) generates the associated shadow input demand and shadow input cost share equations

\[
x_n(y^*, w^*; \beta) = \frac{\partial c(y^*, w^*; \beta)}{\partial w_n^*}, \quad n = 1, \ldots, N,
\]

(6.2.7)

and

\[
S_n(y^*, w^*; \beta) = \frac{w_n^* x_n(y^*, w^*; \beta)}{c(y^*, w^*; \beta)}, \quad n = 1, \ldots, N,
\]

(6.2.8)

respectively. Although the producer’s actual input usage does not minimize cost, it does minimize shadow cost. Consequently the producer’s observed input demands coincide with the shadow input demand equations, and so from equations (6.2.7) and (6.2.8) we have

\[
x_n = \frac{c(y^*, w^*; \beta) S_n(y^*, w^*; \beta)}{w_n^*}, \quad n = 1, \ldots, N.
\]

(6.2.9)
The producer's observed expenditure and input cost shares are then obtained from equations (6.2.7)–(6.2.9) as

\[ E = \sum_n w_n x_n = c(y^*, w^*; \beta) \sum_n [S_n(y^*, w^*; \beta) \cdot (\theta_n)^{-1}] \]  \hspace{1cm} (6.2.10)

and

\[ S_n = \frac{w_n x_n}{E} \frac{S_n(y^*, w^*; \beta) \cdot (\theta_n)^{-1}}{\sum_k [S_k(y^*, w^*; \beta) \cdot (\theta_k)^{-1}]} \quad n = 1, \ldots, N, \]  \hspace{1cm} (6.2.11)

respectively. Equations (6.2.9)–(6.2.11) show that a producer's observed input usage, observed expenditure, and observed input cost shares can be expressed in terms of the corresponding shadow functions. This is important because while \( (E, y, x_n, w_n, \text{ and } S_n) \) are observed, it is the shadow functions that are estimated. All that is required is to assign a functional form to \( c(y^*, w^*; \beta) \) and replace \( y^* \) and \( w^* \) with the observed variables and additional parameters \( y/\phi, w/\phi, \) and \( \theta_n, w_n, n = 2, \ldots, N. \)

The basic idea underlying the input-oriented approach presented in equation (6.2.3) and illustrated in Figure 6.2 can be generalized in a similar manner. In this case the shadow cost function becomes

\[ c \left( \frac{y^*}{\phi}; \beta \right) = \min_{\phi} \left( \frac{w^*}{\phi} \right) f(\phi; x; \beta) = y \quad \frac{1}{\phi} \frac{c(y, w^*; \beta)}{\phi}, \]  \hspace{1cm} (6.2.12)

where \( w^* \) is defined previously and the second equality is a consequence of the homogeneity of degree +1 of \( c(y, w^*; \beta) \) in \( w^*. \) Since observed input usage minimizes shadow cost,

\[ x_n = \frac{1}{\phi} \frac{c(y, w^*; \beta) \cdot S_n(y, w^*; \beta)}{w^*}, \quad n = 1, \ldots, N, \]  \hspace{1cm} (6.2.13)

\[ E = \sum_n w_n x_n = \frac{1}{\phi} \frac{c(y, w^*; \beta)}{w^*} \sum_n [S_n(y, w^*; \beta) \cdot (\theta_n)^{-1}] \]  \hspace{1cm} (6.2.14)

\[ S_n = \frac{S_n(y, w^*; \beta) \cdot (\theta_n)^{-1}}{\sum_k [S_k(y, w^*; \beta) \cdot (\theta_k)^{-1}]} \quad n = 1, \ldots, N, \]  \hspace{1cm} (6.2.15)

respectively. Equations (6.2.13)–(6.2.15) show that a producer's observed input usage, observed expenditure, and observed input cost shares can be expressed in terms of the corresponding shadow functions when technical efficiency measurement is input oriented. Since observed output \( y \) appears in these equations, all that is required is to assign a functional form to \( c(y, w^*; \beta) \) and replace \( w^* \) with \( w/\phi, \) and \( \theta_n, w_n, n = 2, \ldots, N. \)

The only difference between the output-oriented system of equations (6.2.9)–(6.2.11) and the input-oriented system of equations (6.2.13)–(6.2.15) is that the technical inefficiency parameter \( \phi \) appears in simpler form in the latter system, disappearing altogether from the share equations (6.2.15). In a single-output context, if constant returns to scale is assumed, it makes no difference which approach is adopted. In all other contexts the input-oriented approach is simpler. Moreover, in a cost-minimizing framework output(s) is (are) exogenous and inputs are endogenous, making it more appropriate to use the input-oriented measure. (However if the economic orientation were toward revenue maximization rather than cost minimization, the opposite would be true. And in the profit maximization context to be considered in Section 6.2.2, the only determining factor is the relationship between the number of inputs and the number of outputs.)

Both the output-oriented approach given in equations (6.2.6)–(6.2.11) and the input-oriented approach given in equations (6.2.12)–(6.2.15) are based on a shadow input price vector satisfying the normalization \( w^* = (w_1, \theta_2, w_2, \ldots, \theta_N w_N), \) with the first input being arbitrarily designated as the numeraire. As a result of this normalization, the expressions for observed expenditure and observed input cost shares given in equations (6.2.10)–(6.2.11) and (6.2.14)–(6.2.15) are highly nonlinear. Nonetheless this normalization has been employed in virtually all empirical studies in which allocative inefficiency has been modeled in a nonparametric fashion. Recently Balk (1997) has proposed, and Balk and van Leeuwen (1997) have estimated, a system based on a different normalization. They require \( w^* \) to satisfy \( w^* x = w x. \) As a result of this normalization the expressions for observed expenditure and observed input cost shares simplify considerably, since \( \sum_n [S_n(y, w^*; \beta) \cdot (\theta_n)^{-1}] = 1 \) in equations (6.2.10)–(6.2.11) and \( \sum_k [S_k(y, w^*; \beta) \cdot (\theta_k)^{-1}] = 1 \) in equations (6.2.14)–(6.2.15). However Maietta (1997) has shown that when the
cost function is assigned a translog functional form and the normalization \( w^* x = w x \) is used, neither parameter estimates nor calculated elasticities are invariant to which input cost share equation is deleted. Since no such problem occurs with the normalization \( w^* = (w_1, \theta_2 w_2, \ldots, \theta_N w_N) \), we employ it in the remainder of this chapter.

If cross-sectional data on \( (y, x) \) are available, it is possible to estimate equation (6.2.2) to obtain estimates of output-oriented technical efficiency for a limited number of groups of producers. This is not much information, much less than was obtained in Chapter 3, where technical inefficiency was modeled as an error component. However if cross-sectional data on \( (y, x, w) \) are available, it is possible to estimate some combination of equations (6.2.9)–(6.2.11) to obtain estimates of output-oriented technical efficiency and input allocative efficiency. However as we noted previously, it is simpler to estimate some combination of equations (6.2.13)–(6.2.15) to obtain estimates of input-oriented technical efficiency and input allocative efficiency. In either case, with cross-sectional data on \( I \) producers it is not possible to obtain \( I \) estimates of technical efficiency and \( (N - 1) \times I \) estimates of input allocative efficiency. It is possible to obtain estimates of a limited number of intergroup technical efficiency differentials, and estimates of \( (N - 1) \) systematic allocative efficiencies that vary across input pairs but are the same for all producers. The estimation of such systematic allocative efficiencies is fairly common in the literature. However if \( I \) is large relative to \( N \), it is also possible to obtain estimates of a limited number of intergroup allocative efficiency differentials. This is much less common in the literature, and we delay consideration of the estimation of allocative efficiency differentials to Section 6.3.

We now provide three examples of how the shadow price approach to efficiency estimation works. The Cobb–Douglas example has the pedagogical virtue of simplicity, whereas the two subsequent examples share the practical virtue of flexibility, which reduces the likelihood that input allocative inefficiency will be confounded with a misspecification of the underlying functional form. For the time being we suppress producer subscripts and error terms.

**Cobb–Douglas** If the production function \( f(x; \beta) \) takes the Cobb–Douglas form, estimation of input-oriented technical efficiency and systematic input allocative efficiency is relatively straightforward. At least three approaches are available. In the first approach a system of equations consisting of the production function and \((N - 1)\) first-order conditions for shadow cost minimization is written in deterministic form as

\[
\ln y = \beta_0 + \Delta D + \sum \beta_i \ln x_i 
\]

(6.2.16)

and

\[
\ln x_i - \ln x_j + \ln w_{i1} - \ln w_{j1} - \ln \left( \frac{\beta_i}{\beta_j} \right) + \ln \theta_{i1} = 0, \quad n = 2, \ldots, N,
\]

(6.2.17)

respectively, where \( D \) is a dummy variable set to unity if a producer belongs to a particular group and set to zero otherwise. (If more than two groups are specified, more than one dummy variable is required.) Thus the input-oriented technical efficiency of producers in that group relative to that of all other producers is \( \exp(\Delta) \approx 1 \) according as \( \Delta \approx 0 \), where \( \Delta = r \ln D \) and \( r = \sum \beta_i \). The \( (N - 1) \) parameters \( \theta_{i1} \) measure the divergences of the shadow price ratios \( \left[ \theta_{i1} (w_{i1}/w_{j1}) \right] \) from the observed price ratios \( (w_{i1}/w_{j1}) \), and because they are common to all producers they provide estimates of the systematic over- or underutilization in the sample of input \( x_i \) relative to the numeraire input \( x_j \).

If a random-error vector is appended to the system of \( N \) equations (6.2.16) and (6.2.17), this system can be estimated using MLE under the assumption that the random-error vector is distributed as multivariate normal. An alternative would be to use ITSUR, which does not require the normality assumption. Furthermore the ITSUR estimators, when converged, are equivalent to the ML estimators. The output of the exercise consists of estimates of the technology parameters \((\beta_1, \beta_2, \ldots, \beta_n)\), an estimate of the technical efficiency differential \( \Delta \), and estimates of the systematic input allocative inefficiencies \( \theta_{i1}, n = 2, \ldots, N \). Likelihood ratio tests can be performed to test hypotheses concerning any subset of the parameters \((\Delta, \theta_{i2}, \ldots, \theta_{iN})\).

The natural logarithm of total expenditure in the presence of input-oriented technical inefficiency and systematic input allocative inefficiency can be derived from the system of equations (6.2.16) and (6.2.17) as
\[
\ln E = \left[ B + \frac{1}{r} \ln y + \frac{1}{r} \sum \beta_n \ln w_n \right] - \frac{1}{r} (\Delta D) + (A - \ln r), \tag{6.2.18}
\]

where

\[
B = \ln r - \frac{\beta_0}{r} - \frac{1}{r} \sum \beta_n \ln \beta_n,
\]

\[
A = \sum \frac{\beta_n}{r} \ln \theta_n + \ln \left[ \frac{1 + \sum \beta_n \theta_n}{\theta_n} \right].
\]

The first term on the right-hand side of equation (6.2.18) is the Cobb–Douglas cost function. The second term is the cost of the technical efficiency differential; this term is zero if, and only if, \(\Delta = 0\). The third term is the cost of systematic input allocative inefficiency; this term is nonnegative and attains its minimum value if, and only if, \(\theta_n = 1, n = 2, \ldots, N\). Since the third term is a function of the technology and inefficiency parameters, but not of the data, the cost of systematic input allocative inefficiency is also systematic. As we shall see, however, this is a consequence of using the Cobb–Douglas functional form.

A second approach is to solve the system of equations (6.2.16) and (6.2.17) for the system of shadow cost-minimizing input demand equations. These are given in logarithmic form by

\[
\ln x_i = b_i - \Delta D + \ln \beta_i + \frac{1}{r} \ln y + \frac{1}{r} \sum \beta_n \ln \frac{w_n}{w_i} + \frac{1}{r} \sum \beta_n \ln \theta_n, \tag{6.2.19}
\]

where

\[
b_i = -\frac{1}{r} \left[ \beta_i + \sum \beta_n \ln \beta_n \right],
\]

\[
r = \frac{1}{r} \sum \beta_n,
\]

\[
\Delta = r \ln \phi.
\]

The asymmetry of the system of equations (6.2.19) is due to the specification of one input, in this case \(x_1\), as the numeraire. If a random-error vector is appended to the equations in (6.2.19), this system can also be estimated by MLE, under the same distributional assumptions as are maintained in the estimation of the system (6.2.16) and (6.2.17). The system can also be estimated using ITSUR, which does not require a normality assumption on the error vector. The system of equations (6.2.19) generates the same information, and provides the basis for the same hypothesis tests, as does the system (6.2.16) and (6.2.17). The cost implications of the technical efficiency differential and systematic input allocative inefficiency can be inferred from equation (6.2.18).

The third and most straightforward approach is to base the analysis directly on a Cobb–Douglas cost function. The cost function and its associated cost-minimizing input demand equations can be written in deterministic form as

\[
c(y, w; \beta) = \gamma y^{\frac{1}{r} \sum \frac{w_i}{w}} \tag{6.2.20}
\]

and

\[
x_i (y, w; \beta) = \gamma_i y^{\frac{1}{r} \sum \frac{w_i}{w_j}} \tag{6.2.21}
\]

respectively, where homogeneity of degree +1 in \(w\) of \(c(y, w; \beta)\) requires that \(\sum \gamma_i = 1\), and \(r \geq 1\) indicates the degree of homogeneity of the underlying production function. The cost function (6.2.20) is
posited as a starting point; it is not derived from the production function (6.2.16) and the first-order conditions (6.2.17). Consequently the parameters in equations (6.2.20) and (6.2.21) are not the same as those appearing in equations (6.2.16)–(6.2.19).

An input-oriented technical efficiency differential can be incorporated into equations (6.2.20) and (6.2.21) by replacing \( \gamma_n \) with \( \gamma_n \cdot \exp(-\Delta D) \). If, in addition, producers are allocatively efficient with respect to shadow input price ratios \( \theta_{n1}(w/w_1) \), \( n > 1 \), the input demand equations become, in logarithmic form,

\[
\begin{align*}
\ln \lambda_1 &= \ln \gamma_1 - \Delta D + \ln \gamma_1 + \frac{1}{r} \ln y + \sum_{n=2}^{N} \gamma_n \ln \left[ \theta_{n1}(w_n/w_1) \right] \\
\ln \lambda_2 &= \ln \gamma_2 - \Delta D + \ln \gamma_2 + \frac{1}{r} \ln y + \sum_{n=2}^{N} \gamma_n \ln \left[ \theta_{n2}(w_n/w_1) \right] \\
&\vdots \\
\ln \lambda_N &= \ln \gamma_N - \Delta D + \ln \gamma_N + \frac{1}{r} \ln y + \sum_{n=2}^{N} \gamma_n \ln \left[ \frac{w_n}{w_1} \right] - \ln \left[ \theta_{n1}(w_n/w_1) \right].
\end{align*}
\] (6.2.22)

respectively. Total expenditure becomes

\[
\ln E = \ln c(y, w; \beta) - \Delta D + \left[ \sum_{n=2}^{N} \gamma_n \ln \theta_{n1} + \sum_{n=2}^{N} \frac{\gamma_n}{\theta_{n1}} \right].
\] (6.2.23)

where \( c(y, w; \beta) \) is defined in equation (6.2.20). Thus the natural logarithm of total expenditure equals the natural logarithm of minimum cost, plus or minus the percentage cost of the technical efficiency differential, plus the percentage cost of systematic input allocative inefficiency. The percentage cost of the technical efficiency differential is given by \( -\Delta D \). The percentage cost of systematic input allocative inefficiency is given by the nonnegative term in \( \theta_{n1} \) terms, which attains its minimum value of zero if, and only if, \( \theta_{n1} = 1, n = 2, \ldots, N \).

Once again, in a Cobb–Douglas framework the cost of systematic allocative inefficiency is also systematic. After appending classical error terms to the system of input demand equations (6.2.22), the system can be estimated by ITSUR, with cross-equation parameter restrictions imposed, after which the estimated values of \( \Delta \) and the \( \theta_{n1} \) can be inserted into equation (6.2.23) to provide estimates of the technical efficiency cost differential and the cost of systematic input allocative inefficiency.

**Generalized Leontief** This partially flexible functional form for a cost function was introduced by Diewert (1971), and perhaps first used to model systematic input allocative inefficiency by Toda (1976, 1977). The generalized Leontief minimum cost function can be written as

\[
c(y, w; \beta) = y \cdot \sum_{n} \sum_{k} \beta_{nk} w_{n}^{1/2} w_{k}^{1/2} \\
= y \cdot \sum_{n} \beta_{n} w_{n} + 2 \sum_{n} \sum_{k} \beta_{nk} w_{n}^{1/2} w_{k}^{1/2}.
\] (6.2.24)

where \( \beta_{nk} = \beta_{nk} \geq 0 \ \forall n, k \). \( c(y, w; \beta) \) is homogeneous of degree +1 in \( w \), and if at least one \( \beta_{nk} > 0 \), \( c(y, w; \beta) \) is concave in \( w \). An input-oriented technical efficiency differential can be introduced by replacing the input price vector \( w \) with \( w \cdot \exp(-\Delta D) \). Since \( c(y, w; \beta) \) is homogeneous of degree +1 in \( w \), this implies that \( y \) can be replaced with \( y \cdot \exp(-\Delta D) \). Note that the underlying technology is assumed to satisfy constant returns to scale, which is why we describe \( c(y, w; \beta) \) as being partially flexible.

Application of Shephard’s lemma to equation (6.2.24) generates a system of cost-minimizing input demand equations of the form

\[
x_{n}(y, w; \beta) = y \cdot \exp(-\Delta D) \cdot \left[ \beta_{n} + \sum_{k \neq n} \beta_{nk} \left( \frac{w_{k}}{w_{n}} \right)^{1/2} \right], \quad n = 1, \ldots, N.
\] (6.2.25)

Systematic input allocative inefficiency is introduced by allowing observed input demands to be optimal for shadow price ratios rather than for observed price ratios. The resulting shadow input demand equations can be written as
\[ x_n = y \cdot \exp(-\Delta D) \cdot \left\{ \beta_{nn} + \sum_{k \neq n} \beta_{kn} \left( \frac{w_k}{w_n} \right)^{1/2} \right\}, \quad n = 1, \ldots, N, \]

(6.2.26)

where by symmetry there are \( N(N-1)/2 \) shadow price parameters \( \theta_{kn} > 0, k > n \), to be estimated. Observed expenditure can be expressed as

\[ E = \sum_n w_n x_n \]

\[ = y \cdot \exp(-\Delta D) \left[ \sum_n \beta_{nn} w_n + \sum_{k > n} \beta_{kn} (\theta_{kn}^{1/2} + \theta_{nk}^{1/2}) w_n^{1/2} w_k^{1/2} \right]. \]

(6.2.27)

The term \( \exp(-\Delta D) \equiv 1 \) according as producers in the reference group \((D = 0)\) are more, equally, or less technically efficient than those in the comparison group. If the two groups are equally technically efficient, it should be apparent from equations (6.2.24) and (6.2.27) that \( E \geq c(y, w; \beta) \) and that \( E = c(y, w; \beta) \iff (\theta_{kn}^{1/2} + \theta_{nk}^{1/2}) = 2 \iff \theta_{kn} = 1 \quad \forall k > n. \)

Since \( E \) is a linear combination of the \( x_n \) estimation is based on the system of shadow input demand equations (6.2.26). After converting the shadow input demand equations to the log form, estimation is conducted by means of fixed-effects SUR, with cross-equation parameter restrictions imposed. Several hypothesis tests are of potential interest. Equal technical efficiency across groups can be tested by testing the hypothesis that \( \Delta = 0 \). Systematic allocative efficiency can be tested by testing the hypothesis that \( \theta_{kn} = 1 \quad \forall k > n. \) Systematic overutilization of one input relative to another input can be tested by testing the hypothesis that \( \theta_{kn} = 1 \) against the alternative that \( \theta_{kn} < 1 \). An example is provided by the Averch-Johnson (1962) overcapitalization hypothesis, in which \( k \) designates a rate base input and \( n \) designates a nonrate base input. Finally, following Lovell and Sickles (1983), the hypothesis that input allocative inefficiency is consistent across inputs can be tested by testing the hypothesis that \( \theta_{kn} = \theta_{nm} \quad \forall n > m > k. \) After estimation and hypothesis testing, the impact on expenditure of the technical inefficiency differential can be calculated from equation (6.2.27) as \( \exp(-\Delta D) \), and the impact on expenditure of systematic allocative inefficiency can be calculated by comparing predicted expenditure with and without the parametric restrictions \( \theta_{kn} = 1 \quad \forall k > n. \) In sharp contrast to the Cobb-Douglas case, the cost of systematic allocative inefficiency is producer specific, since it depends on input prices as well as parameters.

**Translog I** Essentially the same procedure can be used to estimate technical and systematic allocative inefficiency within a translog framework. The advantage of the translog form over the generalized Leontief form lies in the ease with which the translog form can incorporate multiple outputs and model nonhomothetic technologies. The single-output translog cost function and its associated cost-minimizing input cost share equations can be written as

\[
\ln c(y, w; \beta) = \beta_n + \beta_n \ln y + \sum_n \beta_n \ln w_n + \frac{1}{2} \beta_{yy} (\ln y)^2 \\
+ \frac{1}{2} \sum_n \sum_k \beta_{nk} \ln w_n \ln w_k + \sum_n \beta_{ny} \ln y \ln w_n
\]

(6.2.28)

and

\[ S_n(y, w; \beta) = \beta_n + \sum_k \beta_{nk} \ln w_k + \beta_n \ln y, \quad n = 1, \ldots, N. \]

(6.2.29)

respectively, where symmetry and homogeneity of degree +1 in input prices are imposed through the parameter restrictions \( \beta_{nk} = \beta_{kn}, k \neq n, \sum_n \beta_n = 1, \Sigma_k \beta_{nk} = 0, n = 1, \ldots, N, \) and \( \Sigma_k \beta_{nk} = 0. \) Note that the underlying technology is nonhomothetic unless \( \beta_{nn} = 0, n = 1, \ldots, N, \) which is a testable parametric restriction.

An output-oriented technical efficiency differential can be introduced by replacing \( y \) with \( y \cdot \exp(-\Delta D) \). In this event output-oriented technical inefficiency does not appear simply in an additive fashion in the expression for total expenditure, as it did in the Cobb-Douglas model given in equation (6.2.23). In the translog model output-oriented technical inefficiency interacts with input prices and output quantity, appearing in \((N + 2)\) terms in the cost equation (6.2.28), and in one term in each of the input cost share equations (6.2.29).

However if technical inefficiency is specified as being input oriented, it does appear additively in the expression for total expenditure, modifying the intercept term in the cost equation (6.2.28), and it does not appear at all in the input cost share equations (6.2.29). This illustrates...
the advantage of using the input-oriented specification in a cost minimization framework, an advantage that multiplies in the multiple-output case.

Using the input-oriented approach to technical efficiency and exploiting equations (6.2.14) and (6.2.15), observed expenditure and observed input cost shares can be expressed in terms of shadow cost and shadow input cost shares as

\[
\ln E = \beta_0 - \Delta D + \beta_1 \ln y + \frac{1}{2} \sum_n \beta_n \ln(\theta_{n1}w_n) + \sum_n \beta_n \ln(\theta_{n1}w_n) + \frac{1}{2} \sum_k \sum_n \beta_{nk} \ln(\theta_{n1}w_n) \ln(\theta_{k1}w_k) + \sum_n \beta_n \ln y \ln(\theta_{n1}w_n) + \ln\left(\sum_n (\theta_{n1})^{-1}\left[\beta_n + \sum_k \beta_{nk} \ln(\theta_{n1}w_k) + \beta_n \ln y \right]\right)
\]

(6.2.30)

and

\[
S_n = \frac{(\theta_{n1})^{-1}[\beta_n + \sum_k \beta_{nk} \ln(\theta_{n1}w_k) + \beta_n \ln y]}{\sum_n (\theta_{n1})^{-1}[\beta_n + \sum_k \beta_{nk} \ln(\theta_{n1}w_k) + \beta_n \ln y]}
\]

\[n = 1, \ldots, N,\]

(6.2.31)

respectively. It follows from equations (6.2.28) and (6.2.30) that

\[
\ln E = \ln c(y, w; \theta) - \Delta D + \sum_n \beta_n \ln \theta_{n1} + \frac{1}{2} \sum_k \sum_n \beta_{nk} \ln w_{n1} \ln \theta_{k1} + \frac{1}{2} \sum_n \sum_k \beta_{nk} \ln \theta_{n1} \ln \theta_{k1} + \sum_n \beta_n \ln y \ln \theta_{n1}
\]

(6.2.32)

Thus the natural logarithm of total expenditure can be expressed as the sum of three components: the translog cost function given in equation (6.2.28), the percentage cost differential due to the input-oriented technical efficiency differential, and the percentage cost of systematic allocative inefficiency. The second term is zero if, and only if, \(\Delta = 0\), and the third term is nonnegative and attains its minimum value of zero if, and only if, \(\theta_{n1} = \cdots = \theta_{n1} = 1\). It is important to note that the percentage cost of systematic allocative inefficiency is not itself systematic in the translog case, since the third term depends on data as well as parameters.

If classical error terms are appended to equations (6.2.30) and (6.2.31), and if one input cost share equation is deleted, the remaining system of \(N\) equations can be estimated by ITSUR. After estimation, likelihood ratio tests can be employed to test hypotheses concerning the nature of technical and systematic allocative inefficiency. The effects of the technical efficiency differential and of systematic allocative inefficiency on total expenditure can be calculated from equation (6.2.32).

Generalizing the translog form to accommodate multiple outputs presents no problems, since the impact of input-oriented technical inefficiency appears only in the intercept of the cost function, and the impact of systematic allocative inefficiency modifies only the input prices. All that is required is to increase the number of output-related terms in the cost function and the input cost share equations. Estimation and interpretation of the results are unaffected.

**Translog II** In the preceding translog framework we created shadow input prices by *scaling* observed prices; we adopted the same approach in the generalized Leontief framework. It is also possible to create shadow input prices by *translating* observed input prices, in either the translog or the generalized Leontief framework. Eakin and Knesner (1988, 1992), Eakin (1991), and Atkinson and Halvorsen (1992) have done so in a hybrid translog multiple-output cost function framework. A hybrid translog shadow cost function can be written as

\[
\ln c^H(y, w; \theta) = \beta_0 + \sum_m \alpha_m y_m + \sum_n \beta_n \ln(w_n + \theta_n) + \frac{1}{2} \sum_m \sum_n \alpha_{mn} y_m y_n + \frac{1}{2} \sum_n \sum_k \beta_{nk} \ln(w_n + \theta_n) \ln(w_k + \theta_k) + \sum_n \sum_m \gamma_{mn} y_m y_n \ln(w_n + \theta_n)
\]

(6.2.33)

where the qualifier "hybrid" refers to the fact that the natural logarithms of output quantities are replaced with the output quantities themselves. This modification of the translog form allows the introduction of nonpositive output quantities, without disturbing the flexibility of the functional form. The parameter vector \(\theta\) allows shadow input prices to diverge (additively rather than multiplicatively) from
observed input prices. The usual parameter restrictions impose linear homogeneity in shadow input prices. Shephard’s lemma generates the shadow input cost share equations

$$S_n^H(y, w; \beta, \theta) = \beta_n + \sum_k \beta_{nk} \ln(w_k + \theta_k) + \sum_m \gamma_{mn} y_m,$$

$$n = 1, \ldots, N.$$  (6.2.34)

The natural logarithm of observed expenditure, and the observed input cost share equations, can be expressed as

$$\ln E = \ln c^H(y, w; \beta, \theta) + \ln \left[ \sum_n \left( \frac{w_n}{w_n + \theta_n} \right) \left( \beta_n + \sum_m \gamma_{mn} y_m + \sum_k \beta_{nk} \ln(w_k + \theta_k) \right) \right],$$

$$S_n = \frac{S_n^H(y, w; \beta, \theta)(w_n/(w_n + \theta_n))}{\left[ \Sigma_i (w_i/(w_i + \theta_i)) \beta_i + \Sigma_m \gamma_{im} y_m + \Sigma_k \beta_{ik} \ln(w_k + \theta_k) \right]},$$

$$n = 1, \ldots, N.$$  (6.2.35)

where the superscript $H$ indicates that the cost function and its associated input cost share equations have the “hybrid” translog functional form. It is clear that $\ln E = \ln c^H(y, w; \beta, \theta)$ and $S_n = S_n^H(y, w; \beta, \theta)$ if $\theta_n = 0, n = 1, \ldots, N$. It is not so clear, but nonetheless true, that $\ln E > \ln c^H(y, w; \beta, \theta)$ and that $S_n = S_n^H(y, w; \beta, \theta)$ otherwise. Once again, however, the percentage cost of systematic input allocative inefficiency is producer specific. Finally, as usual, not all shadow price divergence parameters $\theta_n$ are identified, and in this additive formulation the only permissible normalization is to set one element of $\theta = 0$.

After substituting equations (6.2.33) and (6.2.34) into the equation system (6.2.35), deleting one input cost share equation, and adding a multivariate normal error vector to the remaining $N$ equations, estimation via nonlinear SUR can proceed. For estimation, likelihood ratio tests of various hypotheses of interest can be conducted. The hypothesis of overall allocative efficiency is tested by testing the hypothesis that $\theta_n = 0 \: \forall n$. The hypothesis that the mix of inputs $n$ and $k$ is allocatively efficient is tested by testing the hypothesis that $(w_n/w_k) = (w_n + \theta_n)/(w_k + \theta_k)$. Notice that technical inefficiency is not incorporated into the model, although it could be incorporated in a

restricted fashion in the same manner as it was in the first translog model.

**Translog III** In the two preceding translog frameworks (and in the Cobb–Douglas and generalized Leontief frameworks as well) we modeled both technical and systematic input allocative inefficiencies parametrically. As a consequence, it was not possible to obtain separate estimates of a technical inefficiency parameter for all $I$ producers, and we settled for an estimate of a single technical efficiency differential parameter $\Delta$. It is possible, however, to combine the parametric approach to the estimation of systematic input allocative inefficiency with a stochastic approach to the estimation of technical inefficiency. Such a procedure enables us to obtain estimates of systematic input allocative inefficiencies and their producer-specific costs, as before, and also to obtain producer-specific estimates of technical inefficiency and its cost. The procedure works as follows.

Writing equations (6.2.14) and (6.2.15) in translog form, we have

$$\ln E = \beta_0 + \beta_1 \ln y + \sum_n \beta_{n1} \ln(\theta_n w_n) + \frac{1}{2} \beta_{y1} (\ln y)^2$$

$$+ \frac{1}{2} \sum_n \sum_k \beta_{nk} \ln(\theta_n w_k) \ln(\theta_k w_k) + \sum_n \beta_{ny} \ln y \ln(\theta_n w_n)$$

$$+ \ln \left[ \sum_n (\theta_n)^{-1} \left[ \beta_n + \sum_k \beta_{nk} \ln(\theta_k w_k) + \beta_{ny} \ln y \right] \right] - \ln \phi,$$

$$(6.2.36)$$

$$S_n = \frac{(\theta_n)^{-1} \left[ \beta_n + \sum_k \beta_{nk} \ln(\theta_k w_k) + \beta_{ny} \ln y \right]}{\Sigma_i (\theta_i)^{-1} \left[ \beta_i + \sum_k \beta_{ik} \ln(\theta_k w_k) + \beta_{iy} \ln y \right]}$$

$$n = 1, \ldots, N.$$  (6.2.37)

After imposing linear homogeneity on equation (6.2.36) (either parametrically or by subtracting $\ln w_i$ from both sides, since $\theta_{11} = 1$) this system can be estimated by MLE. We assume that $-\ln \phi \sim \text{iid} N(0, \sigma^2)$, which is constant variance. This error component does not represent cost inefficiency as it did in Chapter 4; it represents the cost of input-oriented technical inefficiency only. We add a second error component $v \sim \text{iid} N(0, \Sigma)$ to the cost equation and an error vector $v_i \sim \text{iid} N(0, \Sigma)$ to $n = 1$ input cost share equations, and we assume that all three error terms are mutually independent and independent of the regressors. The log
likelihood function of the system under these distributional assumptions can be expressed as

$$
\ln L = \text{constant} - I \ln \sigma + \sum_i \ln \Phi \left( \frac{\varepsilon_i}{\sigma} \right) - \frac{1}{2\sigma^2} \sum_i \varepsilon_i^2
$$

$$
- \frac{I}{2} \ln |\Sigma| - \frac{1}{2} \sum_{i,j} \nu_i \nu_j \Sigma_{jj}^{-1},
$$

(6.2.38)

where

$$
\varepsilon_i = v_i - \ln \phi_i,
$$
$$
\sigma^2 = \sigma^2 + \sigma^2_v,
$$
$$
\gamma = \frac{\sigma}{\sigma},
$$

Maximization of the preceding log likelihood function generates estimates of all technology parameters and all allocative inefficiency parameters. After estimation, the producer-specific cost of systematic input allocative inefficiency can be determined from the third term on the right-hand side of equation (6.2.32). In addition, the JILS technique can be used to decompose the cost equation residuals into separate producer-specific estimates of the cost of technical inefficiency and statistical noise. The estimators of $-\ln \phi_i$ are given by

$$
E(-\ln \phi_i | \varepsilon_i) = \mu_{\phi_i} + \sigma_{\phi_i} \left[ \frac{\Phi(-\mu_{\phi_i} / \sigma_{\phi_i})}{1 - \Phi(-\mu_{\phi_i} / \sigma_{\phi_i})} \right],
$$

$$
M(-\ln \phi_i | \varepsilon_i) = \begin{cases} 
\varepsilon_i (\sigma^2 / \sigma_v^2) & \text{if } \varepsilon_i \geq 0, \\
0 & \text{otherwise},
\end{cases}
$$

where $\mu_{\phi_i} = \varepsilon_i \sigma_v^2 / \sigma_v$ and $\sigma_{\phi_i}^2 = \sigma_v^2 \sigma_v^2 / \sigma_v^2$.

Since the model is highly nonlinear, the ML estimators might be difficult to obtain, and one could consider a two-step procedure. In the first step $-\ln \phi_i$ is ignored and ITSUR is used to generate consistent estimates of all remaining parameters except for the intercept, which is biased. One can then use standard asymptotic results, available in Gallant (1987; Chapter 5), to test hypotheses concerning the parameters of the cost frontier. In the second step the cost frontier residuals $\varepsilon_i = \beta_i - \ln \phi_i + v_i$ are obtained and distributional assumptions are made on $-\ln \phi_i$ and $v_i$, such as $-\ln \phi_i \sim \text{iid } N(0, \sigma^2)$ and $v_i \sim N(0, \sigma^2_v)$, and $-\ln \phi_i$ and $v_i$ are assumed to be distributed independently. Under these assumptions the log likelihood function can be derived, the maximization of which will generate estimates of $\beta_i$, $\sigma^2_v$, and $\sigma^2_v$ (conditional on the parameter estimates obtained in the first step). Finally, the JILS procedure can be applied to estimate $-\ln \phi_i$.

### 6.2.2 Estimating and Decomposing Profit Inefficiency

In this section we adopt the same approach to the estimation and decomposition of profit inefficiency as we did to the estimation and decomposition of cost inefficiency in Section 6.2.1. Failure to maximize profit has a technical inefficiency component, which can be output oriented or input oriented. It also has a systematic allocative inefficiency component, which can involve an inappropriate input mix, an inappropriate output mix (in the case of multiple outputs), and an inappropriate scale. As we saw in Section 2.4.3, the magnitudes, and perhaps even the directions, of the scale and mix components of systematic allocative inefficiency can depend on the orientation of the technical efficiency measure. We begin with a graphical illustration. We then generalize the analysis. We derive a shadow profit function, and we then express observed output quantities, observed input quantities, and observed profit in terms of shadow output prices and shadow input prices. We also derive a normalized shadow profit function, and we express observed output quantities, observed input quantities, and observed normalized profit in terms of shadow output prices and shadow input prices. Finally, we illustrate the analysis using Cobb–Douglas and flexible functional forms. All formulations adopt the multiplicative approach of scaling observed prices to create shadow prices, although each formulation could also adopt the additive approach of translating observed prices to create shadow prices. We leave this exercise to the reader.

Suppose we observe a producer using input vector $x$ to produce scalar output $y$ with production frontier $f(x; \beta)$. The observed output price and the observed input price vector are $p$ and $w$, respectively, and so observed profit is $\pi = py - w^T x$. The measurement and decomposition of profit efficiency are illustrated in Figure 6.3, which takes an output orientation to the measurement of technical efficiency, and in Figure 6.4, which takes an input orientation to the measurement of technical efficiency. Since in both figures it is assumed that a single
input is used to produce a single output, the only type of allocative inefficiency is scale inefficiency.

In Figure 6.3 the producer is technically inefficient, since \( y/\phi = f(x; \beta) \), with \( 0 < \phi \leq 1 \) providing an output-oriented measure of technical efficiency. In addition, at the technically efficient projection \((y/\phi, x)\) the producer is operating at an inefficiently small scale, since the marginal product of the input exceeds the observed input-output price ratio. However the producer is scale efficient relative to the larger shadow price ratio \([\theta(w/p)], \theta > 1\).

In Figure 6.4 the producer is also technically inefficient, since \( y = f(\phi x; \beta), \) with \( 0 < \phi \leq 1 \) providing an input-oriented measure of technical efficiency. In addition, at the technically efficient projection \((y, \phi x)\) the producer is operating at an inefficiently small scale, since the marginal product of the input exceeds the observed input-output price ratio. However the producer is scale efficient relative to the larger shadow price ratio \([\theta(w/p)], \theta > 1\).

It should be apparent that in general neither parametric efficiency measure in the output-oriented Figure 6.3 has the same value as the corresponding measure in the input-oriented Figure 6.4. It should also be noted that the analysis underlying both figures can be generalized to accommodate multiple inputs and multiple outputs, in which case both input allocative inefficiency and output allocative inefficiency can be modeled parametrically, in the same manner as input allocative inefficiency was modeled in Figures 6.1 and 6.2.

The basic idea underlying the output-oriented approach to the estimation and decomposition of profit inefficiency illustrated in Figure 6.3 can be generalized as follows. In the single-output case a shadow profit function is given by

\[
\pi(p^*, w^*; \beta) = \max \left\{ \rho y f(x; \beta) - \sum_n \theta_n w_n x_n \right\},
\]

where \( y = \phi(x; \beta), \) with \( 0 < \phi \leq 1 \) capturing the effect of output-oriented technical inefficiency. Maximization of shadow profit requires \( \phi f(x; \beta)/\partial x_n = (\theta_n w_n / \phi p), \) with \( \theta_n, n = 1, \ldots, N, \) capturing the effects of systematic input allocative inefficiency. Thus \( p^* = \phi p \) and \( w_n^* = \theta_n w_n, n = 1, \ldots, N. \) Unlike the shadow cost function model, in the shadow profit function model it is possible to identify all \( N \) input allocative inefficiency parameters \( \theta_n, n = 1, \ldots, N; \) a normalization such as \( \theta = [1, \theta_1, \ldots, \theta_N] \) is not required.

Hotelling's lemma can be applied to equation (6.2.39) to generate the system of observed output supply and input demand equations.
which in turn generate an expression for observed profit

\[
\pi = p \frac{\partial \pi(p^*, w^*; \beta)}{\partial p} + \sum_{n} w_n \frac{\partial \pi(p^*, w^*; \beta)}{\partial w_n}.
\]

\[
= \phi \frac{\partial \pi(p^*, w^*; \beta)}{\partial p} + \sum_{n} \frac{w_n}{\theta_n} \frac{\partial \pi(p^*, w^*; \beta)}{\partial w_n}.
\]

(6.2.41)

Estimation can be based either on the \((N + 1)\) equations in (6.2.40) or on a system consisting of the profit equation (6.2.41) and \(N\) observed profit share equations replacing the \((N + 1)\) observed output supply and input demand equations (6.2.40). All that is required is to impose a functional form on the shadow profit function \(\pi(p^*, w^*; \beta)\). However, in a shadow profit function framework the linear homogeneity property of \(\pi(p^*, w^*; \beta)\) in \((p^*, w^*)\) must be imposed through parametric restrictions. Consequently most empirical analysis has been based on the normalized shadow profit function, following Lau and Yotopoulos (1971). In the single-output case a normalized shadow profit function can be derived from the shadow profit function in equation (6.2.39) as

\[
\frac{\pi(p^*, w^*; \beta)}{p} = \phi \max_{x} \left\{ f(x; \beta) - \sum_{n} \left( \frac{\theta_n w_n}{\phi_p} \right) x_n \right\}
\]

\[
= \phi \cdot \pi[(w/p)^*; \beta].
\]

(6.2.42)

which is homogeneous of degree 0 in \((p^*, w^*)\). The normalized shadow price ratios \((w/p)^*_n = (\theta_n w_n/\phi_p), n = 1, \ldots, N\), contain both technical and systematic allocative inefficiencies.

Application of Hotelling's lemma to equation (6.2.42) generates the system of observed output supply and input demand equations

\[
y = \phi \cdot \pi[(w/p)^*; \beta] - \phi \cdot \sum_{n} \left( \frac{w_n}{p_n} \right) \frac{\partial \pi[(w/p)^*; \beta]}{\partial (w/p)_n}
\]

\[
- x_n = \frac{\partial \pi[(w/p)^*; \beta]}{\partial (w/p)_n}, \quad n = 1, \ldots, N,
\]

(6.2.43)

which in turn generate an expression for observed normalized profit

\[
\frac{\pi}{p} = y - \sum_{n} \left( \frac{w_n}{p_n} \right) x_n
\]

\[
= \phi \cdot \pi[(w/p)^*; \beta] + \phi \sum_{n} \frac{1 - \theta_n (w_n/p_n)}{\theta_n (w_n/p_n)} \frac{\partial \pi[(w/p)^*; \beta]}{\partial (w/p)_n}.
\]

(6.2.44)

Estimation can also be based either on the system of \((N + 1)\) equations (6.2.43) or on a system consisting of the normalized profit equation (6.2.44) and \(N\) observed profit share equations replacing the \((N + 1)\) observed output supply and input demand equations (6.2.43). All that is required is to impose a functional form on the normalized shadow profit function \(\pi[(w/p)^*; \beta]\).

The basic idea underlying the input-oriented approach to the estimation and decomposition of profit inefficiency illustrated in Figure 6.4 can be generalized also. In this case the shadow profit function is given by

\[
\pi(p, w^*; \beta) = \max_{x} \left\{ pf(x; \beta) - \sum_{n} \left( \frac{\theta_n w_n}{\phi} \right) \phi_k (x_k) \right\}
\]

(6.2.45)

where \(w^*_n = (\theta_n w_n/\phi), n = 1, \ldots, N\). Subsequent derivations follow along lines similar to those developed in equations (6.2.39)-(6.2.44); details are available in Kumbhakar (1996a, c).

We now illustrate the shadow price approach to the estimation and decomposition of profit inefficiency with the Cobb–Douglas functional form, assuming a single output, and with two flexible functional forms, each allowing for multiple outputs.
Cobb–Douglas We follow the strategy of Lau and Yotopoulos (1971, 1979) and Yotopoulos and Lau (1973). Let production technology be characterized by the relationship

\[ y = \prod_n x_n^\beta_n, \]  

with \( \beta_n > 0, n = 1, \ldots, N \), and \( \Sigma \beta_n = r < 1 \). The profit function corresponding to this production function is

\[ \pi(p, w; \beta) = (1 - r)p^{(r/1 - r)} \prod_n \left( \frac{w_n}{\beta_n} \right)^{-\beta_n(1-r)}, \]  

and the normalized profit function is

\[ \frac{\pi(p, w; \beta)}{p} = (1 - r)p^{(r/1 - r)} \prod_n \left( \frac{w_n}{\beta_n} \right)^{-\beta_n(1-r)}. \]

Hotelling’s lemma can be applied to either equation (6.2.45) or equation (6.2.48) to generate profit-maximizing output supply and input demand equations. They are given by

\[ y(p, w; \beta) = p^{(r/1 - r)} \prod_n \left( \frac{w_n}{\beta_n} \right)^{\beta_n(1-r)}, \]

\[ x_n(p, w; \beta) = p^{(r/1 - r)} \prod_k \left( \frac{w_k}{\beta_k} \right)^{-\beta_k(1-r)} \cdot \left( \frac{w_n}{\beta_n} \right)^{-1}, \quad n = 1, \ldots, N. \]  

The corresponding profit-maximizing profit share equations are

\[ \frac{y(p, w; \beta)}{\pi(p, w; \beta)} = \frac{1}{1 - r}, \]

\[ \frac{w_n x_n(p, w; \beta)}{\pi(p, w; \beta)} = \frac{\beta_n}{1 - r}, \quad n = 1, \ldots, N. \]

Now suppose that a producer is technically and allocatively inefficient, and optimizes with respect to shadow price ratios \( (\theta_n, w_n, \phi_p) \), \( n = 1, \ldots, N \). Here the \( \theta_n \)s represent systematic input allocative inefficiency and \( \phi \) represents output-oriented technical inefficiency. Then the producer’s observed profit coincides with maximum shadow profit, and so

\[ \pi = \pi(p^*, w^*; \beta) = A \cdot \pi(p, w; \beta), \]  

where

\[ A = \left[ \phi^{(1/1 - r)} \cdot (1 - r)^{1-r} \right] \left[ 1 - \sum_n \left( \frac{\beta_n}{\theta_n} \right)^{-\beta_n(1-r)} \right] \prod_n \theta_n^{\beta_n(1-r)}. \]

Taking the natural logarithm of equation (6.2.51) and using the definition of \( A \) shows that the natural logarithm of observed profit is equal to the natural logarithm of maximum profit, plus a term measuring the percentage of maximum profit lost to technical inefficiency, plus a term measuring the percentage of maximum profit lost to systematic input allocative inefficiency. The former loss is nonnegative, and attains its minimum value of zero if, and only if, \( \phi = 1 \). The latter loss is also nonnegative, and attains its minimum value of zero if, and only if, \( \theta_2 = \cdots = \theta_N = 1 \) (the normalization \( \theta_1 = 1 \) is imposed for identification purposes). The same relationship holds between the natural logarithms of observed and maximum normalized profit in equation (6.2.54).

The producer’s observed output supply and input demand equations coincide with shadow profit-maximizing output supply and input demand equations, and so

\[ y = y(p^*, w^*; \beta) = A_y \cdot y(p, w; \beta), \]

\[ x_n = x_n(p^*, w^*; \beta) = A_n \cdot x_n(p, w; \beta), \quad n = 1, \ldots, N. \]

where

\[ A_y = \left[ \phi^{(1/1 - r)} \right] \left[ \prod_n \theta_n^{\beta_n(1-r)} \right], \]

\[ A_n = \left[ \phi^{(1/1 - r)} \right] \left[ \theta_1 \prod_k \theta_k^{\beta_k(1-r)} \right], \quad n = 1, \ldots, N. \]

\( A_y \equiv 1 \) and \( A_n \equiv 1, n = 1, \ldots, N, \) depending on the magnitude of technical inefficiency and the directions and magnitudes of systematic input allocative inefficiencies. Thus observed output supply and input demand equations coincide with profit-maximizing output supply and input demand equations if, and only if, \( \phi = \theta_2 = \cdots = \theta_N = 1 \).
The producer’s observed profit shares coincide with shadow profit-maximizing profit shares, and so
\[
\frac{py}{\pi} = \frac{py(p^*, w^*; \beta)}{\pi(p^*, w^*; \beta)} = \left[1 - \sum_n \left(\frac{\beta_n}{\theta_n} \right)\right]^{-1},
\]
\[
\frac{w_n x_n}{\pi} = \frac{w_n x_n (p^*, w^*; \beta)}{\pi(p^*, w^*; \beta)} = \frac{\beta_n}{\theta_n} \left[1 - \sum_n \left(\frac{\beta_n}{\theta_n} \right)\right]^{-1}, \quad n = 1, \ldots, N.
\] (6.2.53)

These observed profit shares coincide with the profit-maximizing profit shares if, and only if, \(\theta_1 = \cdots = \theta_N = 1\). Note that although output-oriented technical inefficiency \(\phi\) appears in the observed output supply and input demand equations (6.2.52), it washes out of the observed profit share equations (6.2.53).

The natural logarithm of observed normalized profit is
\[
\ln \frac{\pi}{p} = \ln A^* + \sum_n \beta_n^* \ln \frac{w_n}{p},
\] (6.2.54)
and the corresponding observed normalized input profit share equations are
\[
\frac{(w_n/p) x_n}{\pi/p} = \beta_n^{**}, \quad n = 1, \ldots, N,
\] (6.2.55)
where
\[
\begin{align*}
\ln A^* &= (1 - r)^{-1} \ln \phi + \ln \left(1 - \sum_n \beta_n\right) - \sum_n \beta_n (1 - r)^{-1} \ln \theta_n \\
+ &\sum_n \beta_n (1 - r)^{-1} \ln \beta_n, \\
\beta_n^* &= -\beta_n (1 - r)^{-1}, \quad n = 1, \ldots, N, \\
\beta_n^{**} &= \frac{\beta_n}{\theta_n} \left(1 - \sum_n \beta_n \theta_n / \theta_n \right), \quad n = 1, \ldots, N.
\end{align*}
\]

Empirical analysis is based on the system of \((N + 1)\) equations (6.2.54) and (6.2.55), which are estimated jointly using ITSUR. A number of hypothesis tests are available. Two groups of producers are equally efficient with respect to their allocation of inputs \((\theta_i = \theta_j, \quad n = 1, \ldots, N)\) if, and only if, \(\beta_{n+1}^{**} = \beta_{n+2}^{**}, \quad n = 1, \ldots, N\). Producers are systematically efficient with respect to their allocation of inputs \((\theta_i = \cdots = \theta_n = 1)\) if, and only if, \(\beta_{n+1}^{**} = \beta_{n+2}^{**}, \quad n = 1, \ldots, N\). Two groups of producers achieve equal relative profit efficiency if, and only if, \(\ln A^{*1} = \ln A^{*2}\). Finally, two groups of producers achieve equal technical efficiency and equal systematic input allocative efficiency if, and only if, \(\ln A^{*1} = \ln A^{*2}\) and \(\beta_{n+1}^{**} = \beta_{n+2}^{**}, \quad n = 1, \ldots, N\). These and other hypothesis tests are described in Lau and Yotopoulos (1971, 1979) and Yotopoulos and Lau (1973).

**Generalized Leontief** Suppose that the profit function takes the generalized Leontief form, with \(M = N = 2\) for ease of exposition. Then, following Lovell and Sickles (1983),
\[
\pi(p, w; \beta) = \beta_{11} p_1 + \beta_{12} p_1^{1/2} p_2^{1/2} + \beta_{13} p_1 w_1^{1/2} + \beta_{14} p_1^{1/2} w_2^{1/2} + \beta_{21} p_2^{1/2} p_1^{1/2} + \beta_{22} p_2 + \beta_{23} p_2^{1/2} w_1^{1/2} + \beta_{24} p_2^{1/2} w_2^{1/2} + \beta_{31} w_1^{1/2} p_1^{1/2} + \beta_{32} w_1^{1/2} p_2^{1/2} + \beta_{33} w_1 + \beta_{34} w_1^{1/2} w_2^{1/2} + \beta_{41} w_2^{1/2} p_1^{1/2} + \beta_{42} w_2^{1/2} p_2^{1/2} + \beta_{43} w_2^{1/2} w_1^{1/2} + \beta_{44} w_2^{1/2},
\] (6.2.56)
where \(\beta_{ij} = \beta_{ji} \forall j \neq i\). The generalized Leontief profit function is homogeneous of degree 1 in \((p, w)\) by construction, and it is convex in \((p, w)\) if \(\beta_{ij} \leq 0 \forall j \neq i\). Application of Hotelling’s lemma to equation (6.2.56) generates the system of profit-maximizing output supply and input demand equations
\[
\begin{align*}
y_1(p, w; \beta) &= \beta_{11} + \beta_{12} \left(\frac{p_1}{p_1^{1/2} p_2^{1/2}}\right)^{-1/2} + \beta_{13} \left(\frac{p_1}{w_1^{1/2}}\right)^{-1/2} + \beta_{14} \left(\frac{p_1}{w_2^{1/2}}\right)^{-1/2}, \\
y_2(p, w; \beta) &= \beta_{21} + \beta_{22} \left(\frac{p_2}{p_1^{1/2} p_2^{1/2}}\right)^{-1/2} + \beta_{23} \left(\frac{p_2}{w_1^{1/2}}\right)^{-1/2} + \beta_{24} \left(\frac{p_2}{w_2^{1/2}}\right)^{-1/2}, \\
x_1(p, w; \beta) &= \beta_{31} + \beta_{32} \left(\frac{p_1}{w_1^{1/2}}\right)^{-1/2} + \beta_{33} \left(\frac{p_1}{w_1^{1/2}}\right)^{-1/2} + \beta_{34} \left(\frac{w_1}{w_2^{1/2}}\right)^{-1/2}, \\
x_2(p, w; \beta) &= \beta_{41} + \beta_{42} \left(\frac{p_2}{w_1^{1/2}}\right)^{-1/2} + \beta_{43} \left(\frac{p_2}{w_1^{1/2}}\right)^{-1/2} + \beta_{44} \left(\frac{w_1}{w_2^{1/2}}\right)^{-1/2}.
\end{align*}
\] (6.2.57)

Technical inefficiency can be introduced into equations (6.2.57) by replacing the four intercepts with \((\beta_{ij} - \phi), \quad j = 1, \ldots, 4\). However in this event technical inefficiency would be nonneutral and difficult to interpret. Consequently we model only allocative inefficiency, as usual by assuming that a producer optimizes with respect to shadow
price ratios. Replacing observed price ratios in equations (6.2.57) with shadow price ratios generates the system of observed output supply and input demand equations

\[
y_1 = \beta_{12} + \frac{1}{2} \left( \frac{p_1}{p_2} \right)^{1/2} + \beta_{13} \left( \frac{p_1}{w_1} \right)^{1/2} + \beta_{14} \left( \frac{p_1}{w_2} \right)^{1/2},
\]

\[
y_2 = \beta_{22} + \frac{1}{2} \left( \frac{p_2}{p_3} \right) + \beta_{23} \left( \frac{p_2}{w_3} \right)^{1/2} + \beta_{24} \left( \frac{p_2}{w_1} \right)^{1/2},
\]

\[-x_1 = \beta_{33} + \frac{1}{2} \left( \frac{p_3}{w_1} \right)^{1/2} + \beta_{32} \left( \frac{p_3}{w_3} \right)^{1/2} + \beta_{34} \left( \frac{w_1}{w_2} \right)^{1/2},
\]

\[-x_2 = \beta_{44} + \frac{1}{2} \left( \frac{p_4}{w_2} \right)^{1/2} + \beta_{42} \left( \frac{p_4}{w_3} \right)^{1/2} + \beta_{43} \left( \frac{w_1}{w_2} \right)^{1/2}.
\]

(6.2.58)

and the expression for observed profit

\[
\pi = \sum_i \beta_i q_i + \sum_i \sum_j \beta_{ij} (\theta_{ij}^{1/2} + \theta_{ij}^{1/2}) q_i^{1/2} q_j^{1/2},
\]

(6.2.59)

where \( q = (p_1, p_2, w_1, w_2). \)

The system (6.2.58) of observed output supply and input demand equations can be estimated by nonlinear SUR, after which statistical tests of various allocative inefficiency hypotheses can be conducted. The effect of systematic allocative inefficiency on profit is zero if, and only if, all \( \theta_{ij} = 1. \) If some \( \theta_{ij} \neq 1, \) the effect of systematic allocative inefficiency (and of each of its components) on profit is producer specific, depending on the prices producers face. The partial effect of systematic output allocative inefficiency on profit is given by the expression

\[
\pi(p, w; \beta) - \left( \pi(\theta_{ij} = 1) \right) = \beta_{ij} p_i^{1/2} p_j^{1/2} \left[ 2 - (\theta_{ij}^{1/2} + \theta_{ij}^{1/2}) \right].
\]

(6.2.60)

which is positive unless \( \theta_{ij} = 1. \) If \( \theta_{ij} \neq 1, \) the observed output mix does not maximize profit. The partial effect of systematic input allocative inefficiency on profit is given by the expression

\[
\pi(p, w; \beta) - \left( \pi(\theta_{ij} = 1) \right) = \beta_{jk} w_i^{1/2} w_j^{1/2} \left[ 2 - (\theta_{jk}^{1/2} + \theta_{jk}^{1/2}) \right].
\]

(6.2.61)

which is positive unless \( \theta_{jk} = 1. \) If \( \theta_{jk} \neq 1, \) the observed input mix does not maximize profit. The partial effect of systematic scale inefficiency on profit is given by the expression

\[
\pi(p, w; \beta) - \left( \pi(\theta_{ij} = 1) \right) = \sum_i \sum_j \beta_{ij} q_i^{1/2} q_j^{1/2} \left[ 2 - (\theta_{ij}^{1/2} + \theta_{ij}^{1/2}) \right].
\]

(6.2.62)

where \( i = 1, 2, j = 3, 4. \) This expression is also positive unless \( \theta_{ij} = \theta_{ij} = 1, \theta_{23} = 1, \theta_{24} = 1. \) If \( (\theta_{13}, \theta_{14}, \theta_{23}, \theta_{24}) \neq (1, 1, 1, 1) \) the observed output–input ratios do not maximize profit.

Producers face four market prices and three independent market price ratios. However we have used six parameters \( \theta_{ij} \) to model systematic allocative inefficiency. Although the market price ratios can be expected to be consistent, in the sense that any three independent market price ratios can be used to determine the remaining three market price ratios, it is not clear whether the shadow price ratios \( [\theta_{ij}(q_i/q_j)] \) can be expected to be consistent also. That is, it is unclear whether or not allocatively inefficient producers can be expected to be consistent in their misperceptions of market price ratios. The preceding analysis, with three independent market price ratios and six independent shadow price ratios, allows for inconsistent systematic allocative inefficiency. Consistent systematic allocative inefficiency can be modeled as a constrained version of the preceding model, by imposing the testable parametric restrictions

\[
\theta_{ik} = \theta_{ij} \theta_{ik}, \quad i < j < k,
\]

(6.2.63)

which reduces the number of independent allocative inefficiency parameters from six to three.

Translog The translog profit function was perhaps first used to analyze allocative efficiency by Atkinson and Halvorsen (1980). The translog functional form is particularly well suited to the parametric analysis of technical and systematic allocative inefficiency. We simply apply a translog functional form to a multiple-output generalization of equations (6.2.39)–(6.2.44), in which technical inefficiency is output oriented, or to a similar system of equations built around equation (6.2.45), in which technical inefficiency is input oriented. In both approaches, which are discussed in Kumbhakar (1996a), the first output arbitrarily serves as a numeraire for the measurement of systematic allocative inefficiency. With multiple outputs, systematic allocative inefficiency can exist between output pairs and between input–output pairs, as well as between input pairs. Using an output
orientation to the measurement of technical inefficiency, observed normalized profit can be expressed as
\[
\frac{\pi}{p_i} = y_i + \sum_{m=1}^{M} \left( \frac{p_m}{P_i} \right) y_m - \sum_{n=1}^{N} \left( \frac{w_n}{P_i} \right) x_n
\]
\[
= \phi \cdot \pi[(p, w)^*; \beta] \left\{ 1 + \sum_{m} \left( \frac{1 - \kappa_m}{\kappa_m} \right) R_m^* + \sum_{n} \left( \frac{1 - \theta_n}{\theta_n} \right) S_n^* \right\}.
\]
(6.2.64)

where \( \pi[(p, w)^*; \beta] \) is the normalized shadow profit function, \( (p, w)^* = (\kappa_m(p_m/p_i), (\theta_n/w_n)) \) is a normalized shadow price vector incorporating both output-oriented technical inefficiency \((0 < \phi \leq 1)\) and systematic allocative inefficiency \((\kappa_m, m = 2, \ldots, M, \text{ and } \theta_n, n = 1, \ldots, N)\), and

\[
R_m^* = \frac{\partial \ln \pi[(p, w)^*; \beta]}{\partial \ln p_m^*}, \quad m = 2, \ldots, M,
\]
\[
S_n^* = \frac{\partial \ln \pi[(p, w)^*; \beta]}{\partial \ln w_n^*}, \quad n = 1, \ldots, N,
\]

are output and input shadow profit shares, respectively. Expression (6.2.64) collapses to equation (6.2.44) in the case of a single output.

The relationship between observed normalized profit and shadow normalized profit is given by

\[
\ln \frac{\pi}{p_i} = \ln \pi[(p, w)^*; \beta] + \ln H + \ln \phi,
\]
(6.2.65)

where

\[
H = \left\{ 1 + \sum_{m} \left( \frac{1 - \kappa_m}{\kappa_m} \right) R_m^* + \sum_{n} \left( \frac{1 - \theta_n}{\theta_n} \right) S_n^* \right\}.
\]

The relationship between observed profit shares and shadow profit shares is given by

\[
R_m = \frac{p_m y_m}{\pi} = \frac{1}{H \cdot \kappa_m} R_m^*, \quad m = 2, \ldots, M,
\]
\[
S_n = \frac{w_n x_n}{\pi} = \frac{1}{H \cdot \theta_n} S_n^*, \quad n = 1, \ldots, N.
\]
(6.2.66)

All that is required now is to assign a translog functional form to the normalized shadow profit function \( \pi[(p, w)^*; \beta] \) and exploit equations (6.2.64)–(6.2.66), which establish the relationships between observed normalized profit and shadow normalized profit and between observed profit shares and shadow profit shares. A translog normalized shadow profit function can be written as

\[
\ln \pi[(p, w)^*; \beta] = \beta_o + \sum_{m} \beta_m \ln p_m^* + \sum_{n} \gamma_n \ln w_n^* + \frac{1}{2} \sum_{m} \beta_{m} \ln p_m^* \ln p_m^* + \frac{1}{2} \sum_{n} \gamma_{n} \ln w_n^* \ln w_n^* + \sum_{m} \delta_{m} \ln p_m^* \ln w_n^*,
\]
(6.2.67)

and the associated shadow profit shares can be written as

\[
R_m^* = \beta_m + \sum_{i} \beta_{m} \ln p_i^* + \sum_{n} \gamma_n \ln w_n^* + \sum_{m} \delta_{m} \ln p_m^* \ln w_n^*, \quad m = 1, \ldots, M,
\]
\[
S_n^* = \gamma_n + \sum_{k} \gamma_{k} \ln w_k^* + \sum_{m} \delta_{m} \ln p_m^* \ln w_n^*, \quad n = 1, \ldots, N.
\]
(6.2.68)

The system of equations to be estimated consists of

\[
\ln \frac{\pi}{p_i} = \ln \pi[(p, w)^*; \beta] + \ln H + \ln \phi,
\]
\[
R_m = \frac{R_m^*}{H \cdot \kappa_m}, \quad m = 2, \ldots, M,
\]
\[
S_n = \frac{S_n^*}{H \cdot \theta_n}, \quad n = 1, \ldots, N.
\]
(6.2.69)

where \( \ln \pi[(p, w)^*; \beta] \) is defined in equation (6.2.67) and \( H \) is defined beneath equation (6.2.65) after substitution of \( R_m^* \) and \( S_n^* \) from equations (6.2.68).

It is clear, but misleading, from equation (6.2.69) that technical inefficiency enters the expression for observed normalized profit additively. However it also appears in the \( \ln H \) term through the \( w^* \) terms in its \( R_m^* \) and \( S_n^* \) components, and it also appears in the \( \ln \pi[(p, w)^*; \beta] \) term through the \( w^* \) terms. Consequently the effect of technical inefficiency on profit is not additive as it was in the translog cost minimization framework (with input-oriented technical inefficiency). In fact, profit loss due to technical inefficiency depends on prices, regardless of the orientation of the technical efficiency.
measurement. Consequently technical inefficiency also enters each of the \( M + N - 1 \) profit share equations, through the \( R^*_n \) and \( S^*_n \) components of the \( \ln H \) term. One implication of the complicated form in which technical inefficiency appears in the system of equations (6.2.69) is that its omission will lead to biased and inconsistent estimates of all parameters in the model. Thus estimates of the systematic allocative inefficiency parameters, and of the profit loss due to systematic allocative inefficiency, will be biased and inconsistent. So too will estimates of the structure of the underlying technology, such as substitution and scale elasticities.

It is possible to illustrate this point by rewriting equation (6.2.69) as

\[
\ln \frac{p_i}{P_i} = \ln \pi' + \ln H_o + \ln H_{4\theta}, \tag{6.2.70}
\]

where

\[
\ln \pi' = \beta_0 + \sum \beta_m \ln \frac{\kappa_m p_m}{P_i} + \sum \gamma_n \ln \frac{\theta_n w_n}{P_i} + \frac{1}{2} \sum \beta_m \ln \frac{\kappa_m p_m}{P_i} + \sum \delta_{mn} \ln \frac{\theta_n w_n}{P_i} + \sum \gamma_{mn} \ln \frac{\kappa_{mn} p_{mn}}{P_i} + \sum \delta_{mn} \ln \frac{\theta_n w_n}{P_i},
\]

\[
\ln H_o = \ln \left[ \sum \left( \left( \kappa_m \right)^{-1} - 1 \right) \left[ \beta_m + \sum \beta_m \ln \frac{\kappa_m p_m}{P_i} + \sum \delta_{mn} \ln \frac{\theta_n w_n}{P_i} \right] \right],
\]

\[
\ln H_{4\theta} = \ln \phi - \ln \phi \left[ \sum \gamma_n + \sum \gamma_{mn} \ln \frac{\theta_n w_n}{P_i} + \sum \delta_{mn} \ln \frac{\kappa_{mn} p_{mn}}{P_i} \right] + \ln \left[ 1 - \frac{\psi}{H_o} \right] \ln \phi,
\]

\[
\psi = \sum \left( \left( \kappa_m \right)^{-1} - 1 \right) \sum \delta_{mn} + \sum \left( \left( \theta_n \right)^{-1} - 1 \right) \sum \gamma_{mn}.
\]

The first two terms on the right-hand side of equation (6.2.70) define observed normalized profit in the presence of systematic allocative inefficiency, but in the absence of technical inefficiency.

The third term represents the profit loss due to technical inefficiency, and so the expression for \( \ln H_{4\theta} \) provides an exact relationship between the magnitude of technical inefficiency and the profit loss it causes. This term is zero if, and only if, \( \phi = 1 \). Thus neglecting technical inefficiency is equivalent to omitting in \( H_{4\theta} \) from equation (6.2.70). Since \( \ln H_{4\theta} \) includes all input and output prices, its omission leads to biased and inconsistent parameter estimates.

We conclude that it is not generally possible to decompose profit loss into a component reflecting the cost of systematic allocative inefficiency and a component reflecting the cost of technical inefficiency, since the term \( \ln H_{4\theta} \) is independent of \( \theta \), and represents a true technical inefficiency effect, if \( \Sigma_m \delta_{mn} = \Sigma_n \gamma_{mn} = 0 \). This is a testable restriction, and it corresponds to the condition that the underlying technology be almost homogeneous of degrees +1 and 0 \( \leq \gamma_n < 1 \); see Lau (1972) and Hasenkamp (1976).

After \( \left[ \left( \kappa_m p_m / P_i \right), \left( \theta_n w_n / P_i \right) \right] \) are substituted for \( (p, w)^* \), and a multivariate normal error vector is added to the system of equations (6.2.69), the system can be estimated by nonlinear ITSUR. However due to the complicated way in which technical inefficiency enters into the normalized profit function, it is preferable to base estimation on just the \( M + N - 1 \) profit share equations; the only parameter not estimated in this approach is the normalized profit function intercept. Estimation of the profit share equations proceeds as follows. First, rewrite \( R^*_n = R^*_n - \delta_{om} (\ln \phi) \) and \( S^*_n = S^*_n - \gamma_{om} (\ln \phi) \), where \( \delta_{om} = \Sigma_m \delta_{om} \) and \( \gamma_{om} = \Sigma_n \gamma_{om} \), and

\[
R^*_m = \beta_m + \sum \beta_m \ln \left[ \frac{\kappa_m(p_m)}{P_i} \right] + \sum \delta_{om} \ln \left[ \frac{\theta_o w_o}{P_i} \right],
\]

\[
S^*_n = \gamma_n + \sum \gamma_n \ln \left[ \frac{\theta_n w_n}{P_i} \right] + \sum \delta_{mn} \ln \left[ \frac{\kappa_m(p_m)}{P_i} \right].
\]

The observed profit share equations can now be rewritten as

\[
R_m = \frac{R^*_m}{H\kappa_m - \delta_{om} - \theta_o \psi} R_m - \ln \phi,
\]

\[
S_n = \frac{S^*_n}{H\theta_n + \gamma_{om} + \theta_o \psi} S_n - \ln \phi.
\]

\[
(6.2.71)
\]
where $H_0$ and $\psi$ are defined beneath equation (6.2.70). If we assume that $-\ln \phi$ is distributed as multivariate $N(0, \Sigma_\phi)$, and if we add a random error vector $\nu$ distributed as multivariate $N(0, \Sigma_\nu)$, the system of $M + N - 1$ equations in (6.2.71) is simply a multiple-equation system of equations analogous to the composed error stochastic production frontier model first encountered in Chapter 3. This system of equations can be estimated by MLE to obtain estimates of all technology parameters and all allocative inefficiency parameters, after which the Kumbhakar (1987) generalization of the JLMS decomposition technique can be employed to obtain estimates of technical inefficiency, which can be inserted into the expression for $\ln H_{0i}$ to obtain producer-specific estimates of the percentage profit loss due to technical inefficiency. Details of the estimation procedure are available in Kumbhakar (1996a).

### 6.3 PANEL DATA MODELS

In this section we assume that we have panel data on the prices and the quantities of $N$ inputs used and $M$ outputs produced by each of $I$ producers over $T$ time periods. Producers are allowed to be technically and allocatively inefficient. In Section 6.3.1 we show how to estimate and decompose cost inefficiency in a panel data context, and in Section 6.3.2 we show how to estimate and decompose profit inefficiency in a panel data context. Since the estimation and decomposition of cost inefficiency proceeds independently of the allocative efficiency of producers in output markets, we maintain the single-output assumption in Section 6.3.1, for simplicity and without loss of generality. However the estimation and decomposition of profit inefficiency does involve output allocative inefficiency, and so in Section 6.3.2 we assume that producers produce and market multiple outputs.

In a cross-sectional context information concerning inefficiency is limited. In a strictly parametric framework (e.g., Translog I and II) it is possible to obtain estimates of technical efficiency differentials among a small number of groups of producers, and it is also possible to obtain estimates of systematic allocative efficiency parameters, which vary across pairs of variables but which are invariant across producers, although the cost of systematic allocative inefficiency is data dependent and so does vary across producers. In a partly parametric, partly stochastic framework (Translog III) it is possible to obtain producer-specific estimates of both technical efficiency and the cost of systematic allocative efficiency, although the former estimates are not consistent. In a panel data context both limitations can be relaxed. It is possible to obtain consistent estimates of producer-specific technical efficiency, using either fixed- or random-effects procedures or MLE. It is also possible to obtain consistent estimates of allocative efficiency parameters, which vary across pairs of variables and either across producers (if $T$ is large relative to $I$) or through time (if $I$ is large relative to $T$). This is another illustration of the value of having access to panel data.

#### 6.3.1 Estimating and Decomposing Cost Inefficiency

In this section we extend the analysis of Section 6.2.1 to the panel data context. We begin by showing how the basic framework given by equations (6.2.12)–(6.2.15) is generalized when panel data are available. Although a variety of functional forms can be applied to this generalization, we concentrate on the translog form and leave the application to other forms to the reader. We begin by following a procedure originally suggested by Atkinson and Cornwell (1994a).

Adopting an input orientation to the measurement of technical efficiency, a shadow cost function can be written as

$$
c(y_i, w^*_i; \beta) = \min_{\phi_i, x_i} \left( \frac{w^*_i}{\phi_i} \right)^T (\phi(x_i; \phi_i, x_i; \beta) = y_i)
$$

$$
= \frac{1}{\phi_i} c(y_i, w^*_i; \beta).
$$

(6.3.1)

where $i = 1, \ldots, I$ indexes producers and $t = 1, \ldots, T$ indexes time periods. The parameters $0 < \phi_i \leq 1, i = 1, \ldots, I$, provide producer-specific but time-invariant measures of input-oriented technical efficiency. The shadow input prices are defined as $w^*_i = [w_{i1}, \theta_{1i}, w_{i2}, \ldots, \theta_{Ni}, w_{iN}], i = 1, \ldots, I, t = 1, \ldots, T$. Thus allocative inefficiency is no longer systematic, as it was in a cross-sectional framework; it is now producer specific as well as specific to pairs of inputs, although
it remains time invariant. In addition to the technology parameter vector $\beta$, there are $I$ technical efficiency parameters and $(N - 1) \times I$ allocative efficiency parameters to be estimated.

The corresponding shadow input demand equations and shadow input cost share equations are given by

$$ x_{ni} = \frac{1}{\phi_i} \frac{\partial c(y_n, w_n^*; \beta)}{\partial w_{ni}^*}, \quad n = 1, \ldots, N. \tag{6.3.2} $$

and

$$ s_{ni} = \frac{w_{ni}^* x_{ni} (y_n, w_n^*; \beta)}{(1/\phi_i) c(y_n, w_n^*; \beta)} = \frac{w_{ni}^* \left[ \frac{\partial c(y_n, w_n^*; \beta)}{\partial w_{ni}^*} \right]}{c(y_n, w_n^*; \beta)}, \quad n = 1, \ldots, N. \tag{6.3.3} $$

respectively. Note that the technical efficiency parameters appear in the shadow input demand equations, but they do not appear in the shadow input cost share equations.

Since observed input usage minimizes shadow cost, observed input demand equations can be written as

$$ x_{ni} = \frac{1}{\phi_i} \frac{\partial c(y_n, w_n^*; \beta)}{\partial w_{ni}^*} \left[ s_{ni} (y_n, w_n^*; \beta) \right] = \frac{1}{\phi_i} \frac{c(y_n, w_n^*; \beta)}{w_{ni}^*}, \quad n = 1, \ldots, N. \tag{6.3.4} $$

Observed total expenditure becomes

$$ E_n = \sum_n w_{ni} x_{ni} = \left( \frac{1}{\phi_i} \right) c(y_n, w_n^*; \beta) \sum_n s_{ni} (y_n, w_n^*; \beta) (\theta_{ni})^{-1}. \tag{6.3.5} $$

and observed input cost share equations become

$$ S_{ni} = \frac{w_{ni} x_{ni}}{E_n} = \frac{S_{ni} (y_n, w_n^*; \beta) (\theta_{ni})^{-1}}{\sum_n \left[ S_{ni} (y_n, w_n^*; \beta) (\theta_{ni})^{-1} \right]}, \quad n = 1, \ldots, N. \tag{6.3.6} $$

If the shadow cost function $c(y_n, w_n^*/\phi_i; \beta)$ takes on a translog form, it can be written as

$$ \ln c(y_n, w_n^*/\phi_i; \beta) = \beta_0 + \beta_1 \ln y_n + \sum_n \beta_n \ln w_n^* + \frac{1}{2} \beta_1 \left( \ln y_n \right)^2 + \frac{1}{2} \sum_n \beta_n \left( \ln w_n^* \right)^2 + \sum_n \beta_n \ln w_n^* \left( \ln y_n \right) + \ln \frac{1}{\phi_i}, \tag{6.3.7} $$

and the corresponding shadow input cost share equations can be written as

$$ S_{ni} (y_n, w_n^*; \beta) = \beta_0 + \sum_n \beta_n \ln w_n^* + \beta_n \ln y_n, \quad n = 1, \ldots, N. \tag{6.3.8} $$

From equations (6.3.5), (6.3.7), and (6.3.8), observed expenditure is

$$ \ln E_n = \beta_0 + \beta_1 \ln y_n + \sum_n \beta_n \ln w_n^* + \frac{1}{2} \beta_1 \left( \ln y_n \right)^2 + \frac{1}{2} \sum_n \sum_k \beta_{nk} \ln w_n^* \left( \ln w_k^* \right) + \sum_n \beta_n \ln w_n^* \left( \ln y_n \right) + \ln \sum_n \left( \theta_{ni} \right)^{-1} \left[ \beta_0 + \sum_n \beta_n \left( \ln w_n^* \right) \right] + \ln \frac{1}{\phi_i}. \tag{6.3.9} $$

and observed input cost shares are

$$ S_{ni} = \frac{(\theta_{ni})^{-1} \left[ \beta_0 + \sum_n \beta_n \ln w_n^* + \beta_n \ln y_n \right]}{\sum_n (\theta_{ni})^{-1} \left[ \beta_0 + \sum_n \beta_n \ln w_n^* + \beta_n \ln y_n \right]} \quad n = 1, \ldots, N. \tag{6.3.10} $$

Estimation of the system consisting of equations (6.3.9) and (6.3.10) can be accomplished in three alternative ways, depending on
the assumptions one is willing to make. Atkinson and Cornwell used a random-effects approach, which allows the effects [the \( \ln(1/\phi_i) \)] to be random without imposing a distributional assumption on them, and which allows for the inclusion of time-invariant regressors. After deleting one input cost share equation and adding a multivariate normal error vector to the remaining \( N \) equations, all parameters in the model can be estimated by iterative feasible GLS. Not all \( \phi_i \) are identified, and so one producer is called technically efficient, just as in the random-effects approach outlined in Section 3.3.1. It is also possible to follow a fixed-effects approach based on LSDV, which imposes no distributional assumption on the effects, and which allows the effects to be correlated with the regressors. At the cost of considerable degrees of freedom, it is also possible to allow technical efficiency to be time varying by adapting the Cornell, Schmidt, and Sickles (1990) approach discussed in Section 3.3.2. Finally, if one is willing to make distributional and independence assumptions, it is possible to estimate the system using MLE techniques. After estimation, the JLMS decomposition technique can be used to obtain estimates of the parameters \( \ln(1/\phi_i) \) for each producer, although these estimates are not consistent. In all three approaches the output of the exercise includes estimates of the technology parameter vector \( \beta \), estimates of the technical efficiency parameter \( \phi_i \) (or perhaps \( \phi_n \)) for each producer, and estimates of the allocative inefficiency parameters \( \theta_{ain} \), \( n = 2, \ldots, N \), for each producer. Potential cost savings resulting from eliminating either technical or allocative inefficiency can be estimated by comparing fitted expenditure with and without the appropriate parameter restrictions imposed.

### 6.3.2 Estimating and Decomposing Profit Inefficiency

Any of the three functional forms for a normalized profit function – Cobb–Douglas in the single-output case, generalized Leontief or translog in the multiple-output case – studied in Section 6.2.2 can be adapted to the panel data context. Here we consider only the translog form, for its complete flexibility. The analysis follows the translog analysis of Section 6.2.2, with the addition of time subscripts where appropriate. The estimating equations consist of intertemporal versions of equations (6.2.69), which we write as

\[
\ln \left( \frac{p}{p_i} \right) = \ln \left[ p_i (w_i)^{\beta} \right] + \ln H_i + \ln \phi_i,
\]

\[
R_{nin} = \frac{R_{nin}^*}{H_i \gamma_{mai}}, \quad m = 2, \ldots, M,
\]

\[
S_{nin} = \frac{S_{nin}^*}{H_i \theta_{a_n}}, \quad n = 1, \ldots, N,
\]

(6.3.11)

where all variables and parameters are defined, apart from time subscripts, in Section 6.2.2. Like the translog cost system considered in Section 6.3.1, this system can be estimated in three ways. Since the techniques require so little modification, we refer the reader to Kumbhakar (1996a, b) for details.

### 6.4 A GUIDE TO THE LITERATURE

In this chapter we have studied a parametric shadow price approach to the estimation of technical and allocative efficiency, and we have used an inflexible Cobb–Douglas functional form and flexible generalized Leontief and translog functional forms to conduct our analyses. An excellent collection of papers based on the Cobb–Douglas form appears in *Food Research Studies* (1979), and Kumbhakar (1996a, b, c) provides detailed discussions of modeling and estimation procedures for the translog form.


Atkinson and Cornwell (1993, 1994b) (translog), Balk and van Leeuwen (1997) (translog), and Maietta (1997) (translog) have used these techniques to estimate cost efficiency in a panel data context, and Sickles, Good, and Johnson (1986) (generalized Leontief) and
Kumbhakar (1996b) (translog) have used these techniques to estimate profit efficiency in a panel data context. Finally Atkinson and Cornwell (1998a) (translog) have used these techniques to estimate cost efficiency in a panel data context in which our equations (6.3.9) and (6.3.10) are augmented with an additional equation allowing output price to diverge from shadow marginal cost.
7 Incorporating Exogenous Influences on Efficiency

7.1 INTRODUCTION

The analysis of productive efficiency has, or at least should have, two components. The first is the estimation of a stochastic production (or cost or profit or other) frontier that serves as a benchmark against which to estimate the technical (or cost or profit or other) efficiency of producers. Thus the objective of the first component is to estimate the efficiency with which producers allocate their inputs and their output(s), under some maintained hypothesis concerning behavioral objectives. This first component is by now reasonably well developed, and has been the subject of our investigation in Chapters 3–6.

The second component is equally important, although much less frequently explored. It concerns the incorporation of exogenous variables, which are neither inputs to the production process nor outputs of it, but which nonetheless exert an influence on producer performance. The objective of the second component is to associate variation in producer performance with variation in the exogenous variables characterizing the environment in which production occurs. Examples include the degree of competitive pressure, input and output quality indicators, network characteristics, ownership form, various managerial characteristics, and the like. We have been deliberately vague about the specific role of the exogenous variables in explaining producer "performance." They may influence the structure of the technology by which conventional inputs are converted to
output(s), or they may influence the efficiency with which inputs are converted to output(s).

Exogenous variables have been incorporated into efficiency measurement models in a variety of ways, some more appropriate than others. In this brief chapter we discuss some of the more useful approaches to the incorporation of exogenous influences on efficiency.

The chapter is organized as follows. In Sections 7.2 and 7.3 we discuss the incorporation of exogenous influences within the framework of the estimation of technical efficiency, and so we are building on models developed in Chapter 3. The analysis would be essentially unchanged if we were to shift the framework to the estimation of cost efficiency, as in Chapters 4 and 6, or to the estimation of profit efficiency, as in Chapters 5 and 6. In these two sections we confine our treatment of exogenous influences to a cross-sectional context, although it is straightforward to extend the treatment to a panel data context. In Section 7.2 we discuss three early approaches to the incorporation of exogenous influences, and we note the drawbacks of each approach. In Section 7.3 we discuss a series of more recent approaches to the incorporation of exogenous influences, and we note the advantages and disadvantages of each. Section 7.4 provides a brief guide to the slim literature.

### 7.2 EARLY APPROACHES TO THE INCORPORATION OF EXOGENOUS INFLUENCES

Let \( x = (x_1, \ldots, x_N) \geq 0 \) be an input vector used to produce scalar output \( y \geq 0 \), and let \( z = (z_1, \ldots, z_Q) \) be a vector of exogenous variables that influence the structure of the production process by which inputs \( x \) are converted to output \( y \). The elements of \( z \) capture features of the environment in which production takes place, and they are generally considered to be conditioning variables beyond the control of those who manage the production process. If \( z \) influences the production process itself, as is the case with network characteristics in transportation studies, it is entirely appropriate to include \( z \) along with \( x \) in a stochastic production frontier, which we write as

\[
\ln y = \ln f(x, z; \beta) + v_i - u_i, \quad i = 1, \ldots, I, \quad (7.2.1)
\]

where \( i \) indexes producers, \( \ln f(x, z; \beta) \) is the deterministic kernel of the stochastic production frontier \( \ln f(x, z; \beta) + v_i \), \( v_i \sim \text{iid } N(0, \sigma_v^2) \) captures the effect of random noise on the production process, \( u_i \geq 0 \) captures the effect of technical inefficiency, and the parameter vector \( \beta \) to be estimated now includes both technology parameters and environmental parameters. In this formulation \( z \) is assumed to influence \( y \) directly, by influencing the structure of the production frontier relative to which the efficiency of producers is estimated. In this sense \( z \) is incorporated essentially as we incorporated a vector of quasi-fixed inputs in a short-run cost frontier in Section 4.2.1.3.

Equation (7.2.1) has exactly the same structure as a conventional stochastic production frontier model discussed in Section 3.2, and all the estimation techniques proposed there carry over to this expanded formulation. However if a maximum likelihood approach is followed, say with \( u_i \sim \text{iid } N(0, \sigma_u^2) \), it is assumed that the elements of \( z_i \), as well as the elements of \( x_i \), are uncorrelated with each disturbance component \( v_i \) and \( u_i \). The exogenous variables influence performance not by influencing efficiency, with which they are assumed to be uncorrelated, but by influencing the structure of the production frontier bounding the relationship between \( x \) and \( y \). Thus what is accomplished by this formulation is a more accurate characterization of production possibilities than would be provided by a formulation that excluded \( z \) from \( f(x, z; \beta) \), and consequently more accurate estimates of producer efficiencies. However variation in efficiency is left unexplained by this formulation.

A second early approach to the incorporation of exogenous influences has sought to associate variation in estimated efficiency with variation in exogenous variables. In this approach the exogenous variables play a very different role in the analysis. The second approach consists of two stages. In the first stage a stochastic frontier such as equation (7.2.1) is estimated (excluding the exogenous variables), typically by MLE under the usual distributional and independence assumptions, and the regression residuals are decomposed using the JLMS technique. The estimated efficiencies are then regressed against the exogenous variables in a second-stage regression of general form

\[
E(u_i | v_i - u_i) = g(z_i ; \gamma) + \varepsilon_i, \quad (7.2.2)
\]
where $\epsilon_i \sim \text{iid } N(0, \sigma_i^2)$ and $\gamma$ is a parameter vector to be estimated. Of course $M(u_i|v_i - u_i)$ can be substituted for $E(u_i|v_i - u_i)$, as can $E(\exp[-u_i|v_i - u_i])$. Since the dependent variable in any of its formulations is bounded by zero and one, OLS is inappropriate and either the dependent variable must be transformed prior to estimation or a limited dependent variable estimation technique such as Tobit must be employed.

In this two-stage formulation it is assumed that $z_i$ influences $y_i$ indirectly, through its effect on estimated efficiency. Exogenous variables do not influence the structure of the production frontier, but they do influence the efficiency with which producers approach the production frontier. Thus variation in estimated efficiency is explained, which was the whole point of the exercise. In sharp contrast to the first approach, however, it is hoped that the elements of $z_i$ are correlated with $u_i$, or at least with $E(u_i|v_i - u_i)$, since no explanation is achieved if they are not.

Unfortunately there are serious econometric problems with this two-stage formulation. First, it must be assumed that the elements of $z_i$ are uncorrelated with the elements of $x_i$. If they are correlated, then ML estimates of $(\beta, \sigma^2, \sigma_0^2)$ are biased due to the omission of the relevant variables $z_i$ in the first-stage stochastic frontier model. Consequently the estimated efficiencies being explained in the second-stage regression are biased estimates of the true efficiencies, because they have been estimated relative to a biased representation of the production frontier. In these circumstances it is not clear that even a “successful” second-stage regression contributes anything to our understanding of the determinants of efficiency variation.

Second, it is assumed in the first stage that the inefficiencies are identically distributed, but this assumption is contradicted in the second-stage regression in which predicted efficiencies are assumed to have a functional relationship with $z_i$. Stated somewhat differently, in the first stage it is assumed that $E(u_i)$ is a constant [$= (2/\pi)^{1/2}\sigma_0$ in the half normal case], but in the second stage $E(u_i|v_i - u_i)$ is assumed to vary with $z_i$. This has led one observer to refer to the two-stage approach as “schizophrenic.”

A third early approach, developed by Deprins and Simar (1989a, b) and summarized and extended by Deprins (1989), attempted to overcome the drawbacks of the first two formulations. They expressed the production frontier relationship as

\[
\ln y_i = \ln f(x_i; \beta) - u_i, \quad \text{(7.2.3)}
\]

\[
E(u_i|z_i) = \exp[\gamma'z_i], \quad \text{(7.2.4)}
\]

where $\beta$ and $\gamma$ are technology and environment parameter vectors to be estimated, $u_i \geq 0$ represents technical inefficiency, and $\exp[\gamma'z_i]$ expresses the systematic part of the relationship between technical inefficiency and the exogenous variables. The exponentiation operator in equation (7.2.4) ensures that $E(u_i|z_i) > 0$. Combining equations (7.2.3) and (7.2.4) and adding a random noise error term yields the single-stage production frontier model

\[
\ln y_i = \ln f(x_i; \beta) - \exp[\gamma'z_i] + \epsilon_i, \quad \text{(7.2.5)}
\]

where $\epsilon_i$ is assumed to have zero mean and constant variance, and the requirement that $u_i \geq 0$ requires that $\epsilon_i \leq \exp[\gamma'z_i]$. Note that $\epsilon_i$ is not identically distributed since its support depends on $z_i$; this observation turns out to be important later. The frontier model given in equation (7.2.5) is nonlinear in the parameters, and can be estimated by nonlinear least squares by minimizing $e_i^2$, or more efficiently by MLE if a suitable one-sided distribution for $u_i = \exp[\gamma'z_i] - \epsilon_i$ is specified. Details of both techniques are available in Deprins (1989), who provides log likelihood functions for four different one-sided distributions in $u_i$ (gamma, Weibull, log-normal, and log-logistic).

After estimation the performance of each producer is evaluated by forming the expression

\[
\exp[\epsilon_i] = \frac{y_i}{f(x_i; \beta)} \exp[\exp[\gamma'z_i]], \quad i = 1, \ldots, I. \quad \text{(7.2.6)}
\]

The first term on the right-hand side of equation (7.2.6) provides an estimate of technical efficiency; this term is bounded above by unity since $u_i \geq 0 \implies y_i \leq f(x_i; \beta)$. The second term is an adjustment term, which provides an estimate of the contribution of the exogenous variables to the performance of each producer; this term is bounded below by unity. Relatively large values of the adjustment term correspond to relatively unfavorable operating environments, and generate relatively large upward adjustments to raw efficiency scores in recognition of the fact that they were achieved under relatively adverse operating conditions.
The third approach is an improvement on the first approach, since it actually achieves an explanation of efficiency, and provides an adjustment to raw efficiency scores, which reflects the nature of the operating environments in which they were achieved. It is also an improvement on the second approach, since the omitted variables and independence problems are avoided by incorporating the exogenous variables in a single frontier estimation stage. The major difficulty with the third approach is that it is based on a deterministic frontier model given in equation (7.2.3), which contains no symmetric error component to capture the effects of random noise on the production process. In light of our attitude toward deterministic frontiers, we consider it desirable to generalize the third approach by embedding it within a stochastic frontier framework. The approaches discussed in Section 7.3 accomplish this objective in various ways and with varying degrees of success.

A final point, apparently first made by Deprins and Simar, is worth repeating. Elements of $z_i$ may belong in the frontier along with the conventional inputs $x_i$, or they may belong in the one-sided error component. Some studies have even incorporated a time trend in both locations, the argument being that in the frontier the passage of time captures technical change, whereas in the error component it captures time-varying efficiency. In most cases, however, it is not obvious whether an exogenous variable is a characteristic of production technology or a determinant of productive efficiency. This is frequently a judgment call. However if an exogenous variable is judged to be a determinant of efficiency, it should be incorporated in an econometrically defensible manner.

### 7.3 Recent Approaches to the Incorporation of Exogenous Influences

Kumbhakar, Ghosh, and McGuckin (1991) specify a stochastic production frontier model as

\[
\ln y_i = \ln f(x_i; \beta) + v_i - u_i, \quad (7.3.1)
\]

\[
u_i = \gamma' z_i + \varepsilon_i, \quad (7.3.2)
\]

where, in contrast to the Deprins and Simar formulation, random noise in the production process is introduced through the error component $v_i \sim \text{iid } N(0, \sigma_v^2)$ in equation (7.3.1). The second error component, which captures the effects of technical inefficiency, has a systematic component $\gamma' z_i$ associated with the exogenous variables and a random component $\varepsilon_i$.

Inserting equation (7.3.2) into equation (7.3.1) yields the single-stage production frontier model

\[
\ln y_i = \ln f(x_i; \beta) + v_i - (\gamma' z_i + \varepsilon_i).
\]

The requirement that $u_i \geq 0$ requires that $\varepsilon_i \geq -\gamma' z_i$, which does not require $\gamma' z_i \geq 0$. However it is necessary to impose distributional assumptions on $v_i$ and $\varepsilon_i$ to impose the restriction $\varepsilon_i \geq -\gamma' z_i$ in order to derive the likelihood function.

A simpler approach, followed by Kumbhakar, Ghosh, and McGuckin, is to use the specification in equation (7.3.1), impose distributional assumptions on $v_i$ and $u_i$, and ignore $\varepsilon_i$. If $u_i \sim N(\gamma' z_i, \sigma_u^2)$, the one-sided error component representing technical inefficiency has truncated normal structure, with variable mode depending on $z_i$, and it is still not necessary that $\gamma' z_i$ be positive. Moreover if $z_i = 1$ and $\gamma = \cdots = \gamma_0 = 0$, this model collapses to Stevenson’s (1980) truncated normal stochastic frontier model with constant mode $\mu_i$, which in turn collapses to the ALS half normal stochastic frontier model with zero mode if $\gamma_i = 0$. Each of these restrictions is testable.

If it is assumed that $v_i \sim \text{iid } N(0, \sigma_v^2)$ and $u_i \sim N(\gamma' z_i, \sigma_u^2)$, and that $v_i$ and $u_i$ are distributed independently, the parameters in equation (7.3.1) can be estimated by MLE. The log likelihood function is a straightforward generalization of that of the truncated normal model appearing in Chapter 3, with constant mode $\mu_i$ being replaced with variable mode $\mu_i = \gamma' z_i$, and so we have

\[
\ln L = \text{constant} \sum_i \frac{1}{2} \ln(\sigma_v^2 + \sigma_u^2) - \sum_i \ln \Phi(\gamma' z_i) \\
+ \sum_i \ln \Phi'(\frac{\mu_i}{\sigma_u}) - \frac{1}{2} \sum_i \frac{(v_i - \gamma' z_i)^2}{\sigma_v^2 + \sigma_u^2}, \quad (7.3.4)
\]

where
where the $e_i = \ln y_i - \ln f(x_i; \beta)$ are the residuals obtained from estimating equation (7.3.1). This log likelihood function collapses to the one given in equation (3.2.48) when $\mu_i$ is a constant, and it collapses further to the one given in equation (3.2.26) when $\mu_i = 0$.

The log likelihood function can be maximized to obtain ML estimates of $(\beta, \gamma, \sigma_1^2, \sigma_2^2)$. These estimates can be used to obtain producer-specific estimates of technical inefficiency, using the JLMS decomposition. These estimates are either

$$E(u_i|e_i) = \mu^*_i + \sigma^*_i - \frac{\phi(\mu^*_i/\sigma^*_i)}{\Phi(\mu^*_i/\sigma^*_i)}$$

or

$$M(u_i|e_i) = \begin{cases} 
\mu_i^* & \text{if } \mu_i^* \geq 0, \\
0 & \text{otherwise.} 
\end{cases}$$

Once technical efficiency has been estimated, the effect of each environmental variable on technical inefficiency can be calculated from either $[\partial E(u_i|e_i)/\partial z_a]$ or $[\partial M(u_i|e_i)/\partial z_a]$.

Reifsneider and Stevenson (1991) formulated a hybrid model that combines features of the Deprins and Simar model with features of the Kumbhakar, Ghosh, and McGuckin model. Their model consists of the production relationship given in equation (7.3.1) and the technical inefficiency relationship

$$u_i = g(z_i; \gamma) + e_i,$$

(7.3.7)

where the effects of random noise are captured by the error component $n_i \sim iid \ N(0, \sigma_i^2)$ (in keeping with Kumbhakar, Ghosh, and McGuckin). The requirement that $u_i = [g(z_i; \gamma) + e_i] \geq 0$ is ensured by specifying a functional form for the systematic component of inefficiency satisfying $g(z_i; \gamma) \geq 0$ (in keeping with Deprins and Simar), and also by assuming that the random component of inefficiency $e_i \sim iid \ N(0, \sigma_i^2)$. Substituting equation (7.3.7) into equation (7.3.1) yields

$$\ln y_i = \ln f(x_i; \beta) - g(z_i; \gamma) + v_i - e_i,$$

(7.3.8)

which is structurally indistinguishable from the basic composed error stochastic frontier model discussed in Chapter 3, and so no modification to the standard MLE procedure is required. The assignment of a one-sided distribution to $e_i$ simplifies estimation of the model by eliminating the statistical problems with the additive formulation of Kumbhakar, Ghosh, and McGuckin. Simplification comes at a cost, however, since the two conditions $g(z_i; \gamma) \geq 0$ and $e_i \sim iid \ N(0, \sigma_i^2)$ are sufficient, but not necessary, for $u_i \geq 0$. The statistical motivation for imposing $e_i \geq 0$ in equation (7.3.7) is clear: It simplifies estimation. However this restriction has an interesting economic implication. If $e_i \geq 0$, then $u_i \geq g(z_i; \gamma)$, and inefficiency is at least as great as minimum possible inefficiency achievable in an environment characterized by the exogenous variables $z$. Thus the function $g(z; \gamma)$ in equation (7.3.7) can be interpreted as a deterministic minimum inefficiency frontier. Whereas the Deprins and Simar formulation has a deterministic production frontier and a stochastic inefficiency relationship, the Reifsneider and Stevenson formulation has a stochastic production frontier and a deterministic inefficiency relationship.

Huang and Liu (1994) specified a model very similar to the two preceding models, but with two wrinkles. Their model consists of equations (7.3.1) and (7.3.7), which when combined yield equation (7.3.8), which we rewrite as

$$\ln y_i = \ln f(x_i; \beta) + v_i - [g(z_i; \gamma) + e_i],$$

(7.3.9)

which is identical to equation (7.3.3) with $\gamma z$ replaced by $g(z_i; \gamma)$. The requirement that $u_i = [g(z_i; \gamma) + e_i] \geq 0$ is met by truncating $e_i$ from below such that $e_i \geq -g(z_i; \gamma)$, and by assigning a distribution to $e_i$ such as $e_i \sim N(0, \sigma_i^2)$. Thus instead of truncating a normal distribution with variable mode from below at zero (as in Kumbhakar, Ghosh, and McGuckin), Huang and Liu truncate a normal distribution with zero mode from below at a variable truncation point $-[g(z_i; \gamma)]$. This allows $e_i \leq 0$, but enforces $u_i \geq 0$. Estimation is by MLE with only minor modifications to the analysis in Chapter 3. The log likelihood function for this model is a straightforward generalization of the log
likelihood function for the truncated normal model given in equation (3.2.48), replacing the parameter $\mu$ with the function $-g(z; \gamma)$.

The essential novelty of this model is that the function $g(z; \gamma)$ is allowed to include interactions between elements of $z_i$ and elements of $x_i$. Thus Huang and Liu expand the function $g(z; \gamma)$ to the function

$$g(z_i, \gamma) = \sum_q \gamma_q z_{qi} + \sum_q \sum_i \gamma_{qi} z_{qi} \ln x_{ni},$$

(7.3.10)

from which it follows that the expected value of a producer's technical efficiency can be expressed as

$$E \left[ \frac{y_i}{f(x_i; \beta) + v_i} \right] = \exp \left\{ \frac{\phi_1 \left( \beta + \frac{1}{2} \sigma_i \right)}{1 - \Phi(\beta + \rho)} \right\} \left[ \frac{1 - \phi(\sigma_i + \rho)}{1 - \Phi(\rho)} \right],$$

(7.3.11)

where

$$\rho = \sigma_i \left[ \sum_q \gamma_q z_{qi} + \sum_q \sum_i \gamma_{qi} z_{qi} \ln x_{ni} \right].$$

The expression for $E[y_i/f(x_i; \beta) + v_i]$ is a straightforward generalization of the expression for $TE_i = E(\exp[-u_i | \varepsilon])$ given in equation (3.2.52), although the interpretation of $\varepsilon_i$ is different. It follows from equation (7.3.11) that

$$\frac{\partial E[y_i/f(x_i; \beta) + v_i]}{\partial z_{qi}} = E \left[ \frac{y_i}{f(x_i; \beta) + v_i} \right] \psi \left[ \gamma_i + \sum_q \gamma_{qi} \ln x_{ni} \right],$$

(7.3.12)

where

$$\psi = \sigma_i \left[ \frac{\phi(\rho)}{1 - \Phi(\rho)} - \frac{\phi(\sigma_i + \rho)}{1 - \Phi(\sigma_i + \rho)} \right].$$

Equation (7.3.12) shows that when the exogenous variables are interacted with the inputs, they can have nonneutral effects on technical efficiency. This sets the Huang and Liu model apart from all other stochastic frontier models we have encountered, each of which assumes that technical inefficiency is neutral with respect to its impact on input usage. Of course neutrality of the impact of a single exogenous variable $z_{qi}$ can be tested by testing the hypothesis that $\gamma_{qi} = 0 \forall i, q, n$.

$\gamma_{qi} = 0 \forall i, q, n$, and simultaneous neutrality of all exogenous variables can be tested by testing the hypothesis that $\gamma_{qi} = 0 \forall i, q, n$.

Battese and Coelli (1995) have formulated a model that is essentially the same as that of Huang and Liu, with two exceptions: (i) Their model is formulated within a panel data context, and (ii) they do not include inputs in their specification of $g(z; \gamma)$. Their model consists of equations (7.3.1) and (7.3.2), with the nonnegativity requirement $u_i = (\gamma' z_i + \varepsilon_i) \geq 0$ being modeled as $\varepsilon_i \sim N(0, \sigma_i^2)$, with the distribution of $\varepsilon_i$ being bounded by the variable truncation point $-\gamma' z_i$. Battese and Coelli note that this distributional assumption on $\varepsilon_i$ is consistent with the distributional assumption on $u_i$ that $u_i \sim N(0, \sigma_u^2)$. This formulation differs from that of Reifsneider and Stevenson in that $\varepsilon_i$ is assumed to be independently but not identically distributed. In addition, the mode $\gamma' z_i$ of the normal distribution being truncated at zero is not required to be nonnegative for every producer, so that $\varepsilon_i \leq 0$ is possible in a relatively unfavorable environment (i.e., if $\gamma' z_i > 0$).

The technical efficiency of the $i$th producer is given by

$$TE_i = \exp[-u_i] = \exp[-\gamma' z_i - \varepsilon_i],$$

(7.3.13)

a predictor for which is provided by

$$E[\exp[-u_i] | (v_i - u_i)] = \left[ \exp\left\{ -\mu_{vi} + \frac{1}{2} \sigma_{vi}^2 \right\} \right] \left[ \frac{\Phi\left( \frac{\mu_{vi} - \sigma_v}{\sigma_v^2} \right) - \sigma_v}{\Phi\left( \frac{\mu_{vi} - \sigma_v}{\sigma_v^2} \right)} \right],$$

(7.3.14)

where

$$\mu_{vi} = \frac{\sigma_i^2 (\gamma' z_i - \sigma_i^2 (\varepsilon_i))}{\sigma_i^2 + \sigma_i^2},$$

$$\sigma_v^2 = \frac{\sigma_i^2 \sigma_i^2}{\sigma_i^2 + \sigma_i^2}.$$

A truncated normal distribution is a two-parameter distribution, with one parameter characterizing placement and the other characterizing spread. The logic underlying some of the previous models has been to relax the constant-mode property of the truncated normal distribution, by allowing the mode to be a function of the exogenous variables. This allows inefficiency, which depends on the mode of the
truncated normal distribution, to depend on exogenous variables. It is also possible to relax the constant-variance property of the truncated normal distribution (or of the single-parameter half normal distribution), by allowing the variance to be a function of the exogenous variables. This also allows inefficiency, which also depends on the variance of the truncated (or half) normal distribution, to depend on exogenous variables.

Reifschneider and Stevenson proposed, but did not implement, such a formulation of the model. In this formulation \( \ln y_i = \ln f(x_i; \beta) + v_i - u_i \), with \( v_i \sim i.d. N(0, \sigma_v^2) \) as always, but with \( u_i \sim N^*(0, \sigma_u^2) \). They suggested the specification \( \sigma_u^2 = \sigma_m^2 + g(z_i; \gamma) \), with \( g(z_i; \gamma) \geq 0 \) [although \( g(z_i; \gamma) \geq -\sigma_m^2 \) would suffice]. Mester (1993) and Yuengert (1993) implemented very simple versions of this suggestion, in which \( z_i \) is a set of dummy variables assigning producers to different ownership forms or to different size categories, respectively. The log likelihood function for the Mester model is the following straightforward generalization of equation (3.2.26):

\[
\ln L = \text{constant} + \sum_i \left[ (1-D_i) \left\{ -\ln \sigma_1 + \ln \Phi \left( \frac{-\varepsilon_i}{\sigma_1} \right) - \left( \frac{1}{2\sigma_1^2} \right) \varepsilon_i^2 \right\} \right.
+ \left. D_i \left\{ -\ln \sigma_2 + \ln \Phi \left( \frac{-\varepsilon_i}{\sigma_2} \right) - \left( \frac{1}{2\sigma_2^2} \right) \varepsilon_i^2 \right\} \right],
\]

(7.3.15)

where \( D_i = 1 \) if a producer belongs to category 1 and \( D_i = 0 \) otherwise, and \( \varepsilon_i, \lambda_i \) and \( \sigma_i \) are interpreted as usual, apart from their subscripts denoting the two categories of producer whose inefficiency error components are allowed to have different variances. After estimation, estimates of the efficiencies of each producer in each category can be obtained by way of straightforward extensions of equations (3.2.28)-(3.2.31). Of course this procedure generalizes to more than two categories, and the hypothesis of equal variances (and equal category mean efficiencies) is testable.

It should be apparent that a stochastic frontier model in which the one-sided error component is distributed as \( u_i \sim N^*(0, \sigma_u^2) \) conforms exactly to one type of heteroskedasticity discussed in Section 3.4. There we showed that unmodeled heteroskedasticity in \( u_i \) leads to biased estimates of all parameters in the model, and hence to biased estimates of the efficiencies of individual producers. Consequently formulating a stochastic frontier model with \( u_i \sim N^*(0, \sigma_u^2) \) offers the possibility of solving two problems at once: correcting for one source of heteroskedasticity and incorporating exogenous influences on efficiency.

Since it is not possible to estimate I separate variance parameters \( \sigma_u^2 \) in a single cross section, we modeled heteroskedasticity as \( \sigma_u^2 = g(z_i; \delta) \), derived the log likelihood function, and discussed alternative specifications for the function \( g(z_i; \delta) \). That discussion is obviously directly relevant to the present problem of incorporating exogenous influences on inefficiency, since the function \( g(z_i; \delta) \) serves both purposes.

We now consider a model developed independently by Simar, Lovell, and Vanden Eeckaut (1994) and Caudill, Ford, and Gropper (1995). It is based on the conventional stochastic frontier model given in equation (7.3.1), with \( v_i \sim i.d. N(0, \sigma_v^2) \), \( u_i \geq 0 \), and \( v_i \) and \( u_i \) independently distributed. We assume that inefficiency \( u_i \) is associated with a vector of exogenous variables \( z_i \) by means of

\[
u_i = \exp[\gamma' z_i] \cdot \eta_i,
\]

(7.3.16)

with the \( \eta_i \) being iid with \( \eta_i \geq 0 \), \( E(\eta_i) = 1 \), and \( V(\eta_i) = \sigma_\eta^2 \). Under these assumptions \( u_i \geq 0 \) with \( E(u_i) = \exp[\gamma' z_i] > 0 \) and \( V(u_i) = \exp[2\gamma' z_i] \cdot \sigma_\eta^2 > 0 \). Thus the variance of \( u_i \) is producer specific, although the coefficient of variation of \( u_i \), \( C(u_i) = \sigma_u \), is independent of \( i \). To see how an element of \( z_i \) influences efficiency, recall from equation (3.4.6) that

\[
M(u_i|z_i) = \begin{cases} 
-\varepsilon_i & \text{if } \epsilon_i \leq 0, \\
0 & \text{otherwise,}
\end{cases}
\]

(7.3.17)

where \( \varepsilon_i = v_i - u_i \). It follows from \( V(u_i) = \exp[2\gamma' z_i] \cdot \sigma_\eta^2 \) that \( \frac{\partial M(u_i|z_i)}{\partial z_{im}} = \lambda \eta_i \), where \( \lambda > 0 \). Thus positive (negative) values of \( \gamma_i \) lead to upward (downward) adjustments to estimated inefficiencies. The intuition is the same as in the deterministic model of Deprins and Simar: Efficiency scores achieved in a relatively favorable environment are adjusted downward, whereas those achieved in a relatively difficult environment are adjusted upward.

We now consider how to estimate the model. Inserting equation (7.3.16) into equation (7.3.1) yields
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\[
\ln y_i = \ln f(x_i; \beta) - \exp\{\gamma' z_i\} \cdot \eta_i + \nu_i = \ln f(x_i; \beta) - \exp\{\gamma' z_i\} + \varepsilon_i, \tag{7.3.18}
\]

where

\[
\varepsilon_i = \ln y_i - E(\ln y_i) = \nu_i - \exp\{\gamma' z_i\} \cdot \eta_i - 1.
\]

The \(\varepsilon_i\)s are independently but not identically distributed, with

\[
E(\varepsilon_i) = 0,
\]

\[
E(\varepsilon_i^2) = \sigma_i^2 + \exp\{2\gamma' z_i\} \cdot \sigma_\eta^2,
\]

\[
E(\varepsilon_i^3) = -\exp\{3\gamma' z_i\} \cdot E(\eta_i - 1)^3.
\]

Equation (7.3.18) is the stochastic frontier model to be estimated. It is based on equation (7.3.16), in which inefficiency \(u_i = \exp\{\gamma' z_i\} \cdot \eta_i\) is a "scale" transformation of some underlying process \(\eta_i\). This is a more convenient transformation than a "location" transformation of the form \(u_i = \exp\{\gamma' z_i\} + \eta_i\) first used by Deprins and Simar in a deterministic setting, and later used by other authors cited previously in a stochastic setting. This is because with the location transformation the requirement that \(u_i \geq 0\) requires that \(\eta_i \geq -\exp[\gamma' z_i]\), which implies that the \(\eta_i\) are not iid. In addition, Caudill, Ford, and Groppe stress the computational advantages of the scale transformation, noting that it is easily constrained to yield the homoskedastic case in which the exogenous variables have no influence on efficiency.

The parameters in equation (7.3.18) can be estimated by nonlinear least squares (NLLS), by means of

\[
(\hat{\beta}, \hat{\gamma}) = \arg\min \sum_i \left[\ln y_i - \ln f(x_i; \beta) + \exp\{\gamma' z_i\}\right]^2. \tag{7.3.19}
\]

The resulting parameter estimates are consistent, but not efficient since \(E(\varepsilon_i^2) = \sigma_i^2\) is not independent of \(i\), as shown beneath equation (7.3.18). Alternatively it is possible to use nonlinear weighted least squares (NLWLS) to obtain

\[
(\hat{\beta}, \hat{\gamma}) = \arg\min \sum_i \left[\ln y_i - \ln f(x_i; \beta) + \exp\{\gamma' z_i\}\right]^2 / \sigma_i. \tag{7.3.20}
\]

However since \(\sigma_i\) is unknown, it is necessary to construct a feasible NLWLS estimator. This requires that a one-sided distribution be
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specified for \(\eta\) so that the unknown \(\sigma_i^2\) can be estimated from an estimate of \(\sigma_\eta^2\). If we assume that \(\eta - N'(\mu, \sigma^2)\), then

\[
f(\eta) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left\{-\frac{1}{2} \left(\frac{\eta - \mu}{\sigma}\right)^2\right\},
\]

\[
E(\eta) = 1 = \mu + c\sigma \Rightarrow c = \frac{\Phi(\mu/\sigma)}{\Phi(\mu/\sigma)} - 1 = \frac{\phi(\mu/\sigma)}{\Phi(\mu/\sigma)}.
\]

\[
V(\eta) = \sigma^2 + \mu - 1 = \sigma^2 + c\sigma^2 + c\sigma,
\]

\[
E(\eta) = -\sigma^2 + c^2\sigma^2 + c\sigma,
\]

and it follows that

\[
E(\varepsilon_i) = 0,
\]

\[
E(\varepsilon_i^2) = \sigma_i^2 + \exp\{2\gamma' z_i\} \cdot (\sigma^2 + c\sigma),
\]

\[
E(\varepsilon_i^3) = -\exp\{3\gamma' z_i\} \cdot (-\sigma^2 + c^2\sigma^2 + c\sigma). \tag{7.3.22}
\]

Using the NLLS results, the two equations

\[
\frac{1}{L} \sum_i \left[\frac{\varepsilon_i}{\exp\{\gamma' z_i\}}\right]^3 = (-\sigma^2 + c^2\sigma^2 + c\sigma),
\]

\[
\mu + c\sigma = 1 \tag{7.3.23}
\]

provide estimates of \(\mu\) and \(\sigma\), which yield an estimate of \(c\). Together these yield an estimate of \(\sigma_i^2\) by means of

\[
\hat{\sigma}_i^2 = \frac{1}{L} \sum_i \left[\hat{\varepsilon}_i - \exp\{2\gamma' z_i\} \cdot (\hat{\sigma}_i^2 + c\sigma)\right]. \tag{7.3.24}
\]

This provides all the information required to estimate \(\sigma_\eta\), which is used in NLWLS in equation (7.3.20).

The procedure simplifies considerably if we assume that \(\eta - N'(0, \sigma^2)\). In this case \(\mu = 0 \Rightarrow c = (2/\pi)^{1/2} \Rightarrow \sigma = (\pi/2)^{1/2} \Rightarrow \sigma_\eta = (\pi/2) - 1\). Hence

\[
E(\varepsilon_i) = \sigma_i^2 + \exp\{2\gamma' z_i\} \cdot \left(\frac{\pi}{2} - 1\right),
\]

\[
\sigma_i^2 = \frac{1}{L} \sum_i \left[\varepsilon_i - \exp\{2\gamma' z_i\} \cdot \left(\frac{\pi}{2} - 1\right)\right], \tag{7.3.25}
\]

\[
E(\eta) = 1 = \mu + c\sigma \Rightarrow c = \frac{\Phi(\mu/\sigma)}{\Phi(\mu/\sigma)} - 1 = \frac{\phi(\mu/\sigma)}{\Phi(\mu/\sigma)}.
\]

\[
V(\eta) = \sigma^2 + \mu - 1 = \sigma^2 + c\sigma^2 + c\sigma,
\]

\[
E(\eta) = -\sigma^2 + c^2\sigma^2 + c\sigma,
\]

and it follows that

\[
E(\varepsilon_i) = 0,
\]

\[
E(\varepsilon_i^2) = \sigma_i^2 + \exp\{2\gamma' z_i\} \cdot (\sigma^2 + c\sigma),
\]

\[
E(\varepsilon_i^3) = -\exp\{3\gamma' z_i\} \cdot (-\sigma^2 + c^2\sigma^2 + c\sigma). \tag{7.3.22}
\]

Using the NLLS results, the two equations

\[
\frac{1}{L} \sum_i \left[\frac{\varepsilon_i}{\exp\{\gamma' z_i\}}\right]^3 = (-\sigma^2 + c^2\sigma^2 + c\sigma),
\]

\[
\mu + c\sigma = 1 \tag{7.3.23}
\]

provide estimates of \(\mu\) and \(\sigma\), which yield an estimate of \(c\). Together these yield an estimate of \(\sigma_i^2\) by means of

\[
\hat{\sigma}_i^2 = \frac{1}{L} \sum_i \left[\hat{\varepsilon}_i - \exp\{2\gamma' z_i\} \cdot (\hat{\sigma}_i^2 + c\sigma)\right]. \tag{7.3.24}
\]

This provides all the information required to estimate \(\sigma_\eta\), which is used in NLWLS in equation (7.3.20).

The procedure simplifies considerably if we assume that \(\eta - N'(0, \sigma^2)\). In this case \(\mu = 0 \Rightarrow c = (2/\pi)^{1/2} \Rightarrow \sigma = (\pi/2)^{1/2} \Rightarrow \sigma_\eta = (\pi/2) - 1\). Hence

\[
E(\varepsilon_i) = \sigma_i^2 + \exp\{2\gamma' z_i\} \cdot \left(\frac{\pi}{2} - 1\right),
\]

\[
\sigma_i^2 = \frac{1}{L} \sum_i \left[\varepsilon_i - \exp\{2\gamma' z_i\} \cdot \left(\frac{\pi}{2} - 1\right)\right], \tag{7.3.25}
\]
which provides all the information required to estimate $\sigma_e$, which is used in NLWLS.

Thus when $\eta = N^*(\mu, \sigma^2)$ with the restriction $\mu + \sigma \mu = 1$ it follows that $u_i = N^*(\mu, \sigma^2)$, with $\mu = \mu \cdot \exp[\gamma z_i]$ and $\sigma = \sigma \cdot \exp[\gamma z_i]$, subject to the same restriction that $\mu + \sigma \mu = 1$. This generalizes Stevenson's (1980) truncated normal model. When $\eta \sim N^*(0, \sigma^2)$ we have $u_i \sim N^*(0, \sigma^2)$, with $\sigma = (\pi/2)^{1/2} \cdot \exp[\gamma z_i]$, which generalizes the ALS half normal model.

However if one is going to go to the trouble of specifying a distribution for $\eta$, more efficient estimators can be obtained by using MLE techniques. Caudill, Ford, and Gropper derive the likelihood function for the case in which $\eta$ is exponentially distributed, and Simar, Lovell, and Vanden Eeckaut derive likelihood functions for the gamma and truncated normal distributions, as well as for their exponential and half normal special cases. In light of numerical optimization problems encountered by Greene (1990) and Bitter and Simar (1997a, b) in the gamma case, we consider only the truncated normal distribution for $\eta$.

In the truncated normal case, $\ln f(\varepsilon_i)$ can be derived from Stevenson (1980), with $(\mu, \sigma)$ being replaced with $(\mu \cdot \exp[\gamma z_i], \sigma \cdot \exp[\gamma z_i])$ and with the constraint $\mu + \sigma \mu = 1$. In this case

\[
\ln f(\varepsilon_i) = -\ln \Phi\left(\frac{\mu}{\sigma}\right) - \frac{1}{2} \ln (\sigma^2 + \sigma^2 \cdot \exp[2\gamma z_i])
+ \ln \Phi\left[\ln \frac{\gamma_i - \ln f(x_i; \beta) + \mu \cdot \exp[\gamma z_i]}{\sigma^2 + \sigma^2 \cdot \exp[2\gamma z_i]}\right]
+ \ln \Phi\left[\sigma^2 \cdot \exp[2\gamma z_i]\right]^{1/2}
\times \left[\frac{\sigma_e}{\mu \cdot \exp[\gamma z_i]} - \frac{\sigma \cdot \exp[\gamma z_i]}{\sigma_e} (\ln \gamma_i - \ln f(x_i; \beta))\right].
\]

(7.3.26)

and so

\[
(\hat{\beta}, \hat{\gamma}, \hat{\mu}, \hat{\sigma}, \hat{\sigma}_e) = \arg \max \sum_i \ln f(\varepsilon_i),
\]

s.t. $\mu + \frac{\phi(\mu/\sigma)}{\Phi(\mu/\sigma)} \sigma = 1.$

(7.3.27)

In the half normal case the problem is easy to solve since $\mu = 0$ and $\sigma = (\pi/2)^{1/2}$, but in the truncated normal case the optimization problem is difficult to solve due to the nonlinear constraint. However this difficulty can be overcome when the expression $\exp[\gamma z_i]$ has a constant term, so that $\gamma = (\gamma_i, \gamma')$ and $z_i = (1, z_i')$. Consequently $u_i = \exp[\gamma z_i] \cdot \eta_i = \exp[\gamma z_i] \cdot \eta_i$, where now $E(\eta_i) = \exp[\gamma z_i]$ and $V(\eta_i) = \exp[2\gamma_z] \cdot \sigma^2$. In this case $\mu$ becomes $\mu = \mu \cdot \exp[\gamma z_i]$, where $\mu = \mu \cdot \exp[\gamma z_i]$, and $\sigma$ becomes $\sigma = \sigma \cdot \exp[\gamma z_i]$, where $\sigma = \sigma \cdot \exp[\gamma z_i]$. With this reparameterization $\mu$ and $\sigma$ are unconstrained, since $E(\eta_i) = \mu \cdot \sigma$, and $\gamma$ is free. The density of the error term $\varepsilon_i$ in the stochastic frontier model given by equation (7.3.18) can now be expressed as

\[
\ln f(\varepsilon_i) = -\ln \Phi\left(\frac{\mu}{\sigma}\right) - \frac{1}{2} \ln (\sigma^2 + \sigma^2 \cdot \exp[2\gamma z_i])
+ \ln \Phi\left[\ln \frac{\gamma_i - \ln f(x_i; \beta) + \mu \cdot \exp[\gamma z_i]}{\sigma^2 + \sigma^2 \cdot \exp[2\gamma z_i]}\right]
+ \ln \Phi\left[\sigma^2 \cdot \exp[2\gamma z_i]\right]^{1/2}
\times \left[\frac{\sigma \cdot \mu}{\sigma_e \cdot \exp[\gamma z_i]} - \frac{\sigma \cdot \exp[\gamma z_i]}{\sigma_e} (\ln \gamma_i - \ln f(x_i; \beta))\right].
\]

(7.3.28)

Maximizing the log likelihood function $\ln L = \sum_i \ln f(\varepsilon_i)$ with respect to the parameters generates estimates of $(\beta, \gamma, \mu, \sigma, \sigma_e)$. An estimate of $\gamma$ is then obtained from the expression $\gamma = \ln [\mu + \sigma_e \cdot \phi(\mu/\sigma) / \Phi(\mu/\sigma)]$. With these estimates in hand, producer-specific estimates of efficiency can be obtained from obvious modifications of equations (3.2.50)-(3.2.52).

### 7.4 A GUIDE TO THE LITERATURE

This chapter is based on Simar, Lovell, and Vanden Eeckaut (1994).

Many authors have followed one of the first two early approaches discussed in Section 7.2, some appropriately enough when exogenous
variables are hypothesized to influence the production process itself rather than the efficiency with which the production process is operated. Two early examples in the efficiency measurement literature are Pitt and Lee (1981) and Sickles, Good, and Johnson (1986), and more recent examples are provided by Bauer and Hancock (1993), Berger, Hancock, and Humphrey (1993), and Berger and Mester (1997). Among those who have adopted the second two-stage approach to explanation is Mester (1993, 1997), who used a logistic regression in the second stage. We are unaware of studies which have used the deterministic frontier approach of Deprins and Simar (1989a, b), although their work has obviously influenced our own work.

Relatively few studies have followed the various recent approaches, which are appropriate when exogenous variables are hypothesized to influence the efficiency with which the production process is operated. The Battese and Coelli model has been used by Audibert (1997), and has been compared with the Huang and Liu model by Battese and Broca (1997). Bhattacharyya, Kumbhakar, and Bhattacharyya (1995) have estimated a stochastic translog variable cost frontier model with both mean and variance of $u \geq 0$ being firm and time specific. This allows for the incorporation of both determinants of inefficiency and heteroskedasticity.
8 The Estimation of Efficiency Change and Productivity Change

8.1 INTRODUCTION

Productivity change occurs when an index of outputs changes at a different rate than an index of inputs does. Two questions immediately arise. First, how can productivity change be measured? Second, what are the sources of measured productivity change? Diewert (1992) has answered the first question. Productivity change can be calculated using index number techniques to construct a superlative Fisher (1922) or Törnqvist (1936) productivity index. Both indexes require quantity and price information, as well as assumptions concerning the structure of technology and the behavior of producers, but neither requires the estimation of anything. Productivity change can also be calculated using nonparametric techniques, or estimated using econometric techniques, to construct what has come to be known as a Malmquist (1953) productivity index. These latter techniques do not require price information or technological and behavioral assumptions, but they do require calculation or estimation of a representation of production technology. Thus information on the structure of the technology that generates the quantity data can serve as a substitute for price data and assumptions.

A disadvantage of index number techniques is that they do not provide an answer to the second question, whereas nonparametric techniques and econometric techniques do. Although nonparametric techniques and econometric techniques are capable of providing answers to both questions, only the econometric approach is capable
of doing so in a stochastic environment. In this chapter we show how to use econometric techniques to estimate the magnitude of productivity change, and then to decompose estimated productivity change into its various sources.

Early econometric studies of productivity change used a primal approach, based on the assumption of a single output and the estimation of a production function. More recently, with the development of duality theory, the majority of econometric studies of productivity change have used a dual approach, which allows for multiple outputs and which can be based on the estimation of either a cost function or a profit function. The estimation and decomposition of productivity change is by now well developed within a cost function framework, although it is much less well developed within a profit function framework.

Until very recently econometric models of productivity change ignored the contribution of efficiency change to productivity change; hence the word function in place of the word frontier in the preceding paragraph. Productivity change was initially allocated exclusively to shifts in production technology (the magnitude of neutral technical change); eventually roles were also assigned to the biases of technical change and the structure of the technology (scale economies). However if inefficiency exists, then efficiency change provides an independent contribution to productivity change. If efficiency change is omitted from the analysis, its omission leads to an overstatement of the unexplained residual, which Abramovitz (1956) aptly referred to as a “measure of our ignorance about the causes of economic growth,” and also to an erroneous allocation of productivity change to its included sources. Accordingly, it is desirable to incorporate the possibility of efficiency change, both technical and allocative, into econometric models of productivity change. This is our objective in this chapter.

We begin by using a production frontier approach to obtain estimates of productivity change, and to decompose estimated productivity change into a technical change component, a returns to scale component, and a component associated with change in technical efficiency. We continue by doing essentially the same thing using a cost frontier approach, although we also include a component attributable to change in input allocative efficiency. Finally we use a profit frontier approach, and we demonstrate that the profit frontier approach gives essentially the same productivity change decomposition as the production frontier approach does, provided that the first-order conditions for profit maximization are used in the production frontier approach. A considerable advantage of the two dual approaches is that the productivity change decomposition can be conducted within a multiple-output framework.

We follow the format of preceding chapters and break down our discussion of the contribution of efficiency change to productivity change into three sections. In Section 8.2 we develop the primal (production frontier) approach to the estimation and decomposition of productivity change in the presence of technical inefficiency. The material in this section builds on the material developed in Chapter 3. In Sections 8.3 and 8.4 we develop a pair of dual (cost frontier and profit frontier) approaches to the estimation and decomposition of productivity change in the presence of both technical and allocative inefficiency. The material in these sections builds on the material developed in Chapters 4–6. Since the primary issue is one of productivity change, we assume throughout this chapter that panel data are available. Section 8.5 concludes with a guide to the relevant literature.

8.2 THE PRIMAL (PRODUCTION FRONTIER) APPROACH

In this section we develop a quantity-based approach to the estimation and decomposition of productivity change. We associate productivity change with either four or three components, depending on whether or not price information is also available. In Section 8.2.1 we develop an analytical framework in which productivity change is defined and the two decompositions are derived analytically. In the likely event that price information is unavailable, productivity change is decomposed into technical change, technical efficiency change, and the contribution of returns to scale. In Section 8.2.2 we discuss estimation of a composed error translog production frontier, in which the technical inefficiency error component is allowed to be time varying. We also show how the parameter estimates can be used to obtain estimates of the three components of productivity change.
meter vector $\beta$ to be estimated, $x = (x_1, \ldots, x_N) \geq 0$ is an input vector, $t$ is a time trend serving as a proxy for technical change, and $u \geq 0$ represents output-oriented technical inefficiency. Technical change is not restricted to be neutral with respect to the inputs; neutrality requires that $f(x, t; \beta) = A(t) \cdot g(x; \beta)$.

A primal measure of the rate of technical change is provided by

$$T\Delta = \frac{\partial \ln f(x, t; \beta)}{\partial t}. \quad (8.2.2)$$

$T\Delta \geq 0$ according as technical change shifts the production frontier up, leaves it unchanged, or shifts it down. A primal measure of the rate of change in technical efficiency is given by

$$TE\Delta = -\frac{\partial u}{\partial t}. \quad (8.2.3)$$

$TE\Delta \geq 0$ according as technical inefficiency declines, remains unchanged, or increases through time. $TE\Delta$ can be interpreted as the rate at which a producer moves toward or away from the production frontier, which itself may be shifting through time.

In the scalar output case a conventional Divisia index of productivity change is defined as the difference between the rate of change of output and the rate of change of an input quantity index, and so

$$T\bar{FP} = \dot{y} - \dot{X}$$

$$= \dot{y} - \sum_n S_n \dot{x}_n, \quad (8.2.4)$$

where a dot over a variable indicates its rate of change [e.g., $\dot{y} = (1/y)(dy/dt) = d \ln y/dt$], $S_n = w_n x_n / E$ is the observed expenditure share of input $x_n$, $E = \sum_n w_n x_n$ is total expenditure, and $w = (w_1, \ldots, w_N) > 0$ is an input price vector. Totally differentiating equation (8.2.1) and inserting the resulting expression for $\dot{y}$ into equation (8.2.4) yields

$$T\bar{FP} = T\Delta + \sum_n (\varepsilon_n - S_n) \dot{x}_n + TE\Delta$$

$$= T\Delta + (e - 1) \sum_n \left( \frac{\varepsilon_n}{e} \right) \dot{x}_n + \sum_n \left[ \frac{\varepsilon_n}{e} - S_n \right] \dot{x}_n + TE\Delta, \quad (8.2.5)$$

where $\varepsilon_n = \varepsilon_n(x, t; \beta) = x_n f_n(x, t; \beta) / f(x, t; \beta)$, $n = 1, \ldots, N$, are elasticities of output with respect to each of the inputs. The scale elasticity

The general structure of the primal approach is illustrated in Figure 8.1, in which a single input is used to produce a single output, and a producer expands from $(x', y')$ to $(x'^1, y'^1)$. Production technology is characterized by decreasing returns to scale, and technical progress has occurred between periods $t$ and $t + 1$, since $f(x, t + 1; \beta) > f(x, t; \beta)$. Assuming away noise for the moment, it is clear that production is technically inefficient in both periods, since $y' < f(x', t; \beta)$ and $y'^1 < f(x'^1, t + 1; \beta)$, and that technical efficiency has improved from period $t$ to period $t + 1$, since $[y'/f(x', t; \beta)] < [y'^1/f(x'^1, t + 1; \beta)]$. It is also clear that productivity growth has occurred, since $(y'^1/x'^1) > (y'/x')$. The initial econometric problem is to attribute output growth to input growth and productivity growth. The estimated rate of productivity growth must then be decomposed into contributions associated with returns to scale, technical change, and change in technical efficiency.

8.2.1 The Analytical Framework

We start with the deterministic production frontier

$$y = f(x, t; \beta) \exp[-u]. \quad (8.2.1)$$

where $y$ is the scalar output of a producer, $f(x, t; \beta)$ is the deterministic kernel of a stochastic production frontier with technology para-
\[ \varepsilon = (x,t; \beta) = \sum_n \varepsilon_n (x,t; \beta) \geq 1 \] provides a primal measure of returns to scale characterizing the production frontier. The relationship in equation (8.2.5) decomposes productivity change into a technical change component \([T \Delta]\), a scale component \([(\varepsilon - 1) \cdot \sum_n \varepsilon_n (x,t; \beta) \cdot \varepsilon_n \cdot \hat{x}_n]\), a technical efficiency change component \([T E \Delta]\), and an allocative inefficiency component \([\sum_n (\varepsilon_n - S_n) \cdot \hat{x}_n]\). This decomposition of productivity change is very similar to the decomposition obtained by Bauer (1990a; 289).

Interpretation of three components is straightforward. If either production technology or technical efficiency is time invariant, then it makes no contribution to productivity change. The contribution of scale economies depends on technology and data. Under constant returns to scale input growth or contraction makes no contribution to productivity change. Nonconstant returns to scale makes a positive contribution to productivity change if the scale elasticity \(\varepsilon(x,t; \beta) > 1\) and input use expands \([\sum_n (\varepsilon_n \cdot \varepsilon_n \cdot \hat{x}_n) > 0]\), or if the scale elasticity \(\varepsilon(x,t; \beta) < 1\) and input use contracts \([\sum_n (\varepsilon_n \cdot \varepsilon_n \cdot \hat{x}_n) < 0]\).

Interpretation of the allocative inefficiency component is a bit more involved. This component clearly captures the impact of deviations of inputs' normalized output elasticities from their expenditure shares or, somewhat less clearly, of input prices from the value of their marginal products \([w_n = p f_n (x,t; \beta) \cdot \exp[-u_t], n = 1, \ldots, N]\), where \(p\) is the price at which \(y\) is sold. The allocative inefficiency component can represent either input allocative inefficiency \([f_0 (x,t; \beta) / f_0 (x,t; \beta) = w_n / w_n]\) or scale inefficiency \([f_0 (x,t; \beta) / f_0 (x,t; \beta) = w_n / w_n]\), but \(w_n = p f_n (x,t; \beta) \cdot \exp[-u_t]\) or a combination of the two. If producers are allocatively efficient, then \(f_0 (x,t; \beta) = (w_n / p) \cdot \exp[u_t], n = 1, \ldots, N\), the allocative inefficiency component vanishes, and the scale component becomes \((\varepsilon - 1) \cdot \sum_n S_n \cdot \hat{x}_n\).

If price information is unavailable the allocative inefficiency component cannot be calculated empirically, whether or not allocative inefficiency exists. In this case it is implicitly assumed that \(S_n = (\varepsilon_n / \varepsilon)\) \(\forall n\), and the decomposition in equation (8.2.5) simplifies to

\[ TFP = T \Delta + (\varepsilon - 1) \cdot \sum_n \left( \frac{\varepsilon_n}{\varepsilon} \right) \cdot \hat{x}_n + T E \Delta, \quad (8.2.6) \]

which contains only quantity information. If technical efficiency is time invariant, then the third component on the right-hand side of equation (8.2.6) drops out, and the decomposition collapses to that of Denny, Fuss, and Waverman (1981; 193), in which productivity change is composed of technical change and a scale economies effect. If technical efficiency is time invariant and constant returns to scale prevail, the second and third components on the right-hand side of equation (8.2.6) both drop out, and productivity change consists solely of technical change. Thus only in the presence of time-invariant technical efficiency, persistent allocative efficiency, and constant returns to scale is it possible to associate productivity change with technical change, as was customary in early econometric studies of productivity change.

### 8.2.2 Estimation and Decomposition

The components of productivity change derived in Section 8.2.1 can be estimated within a stochastic production frontier framework. We assume that we have panel data on \(I\) producers through \(T\) time periods, and that the time-varying production frontier can be expressed in translog form as

\[
\ln y_n = \beta_0 + \sum_n \beta_n \ln x_{nt} + \beta_t T + \frac{1}{2} \sum_n \sum_k \beta_{nk} \ln x_{nt} \ln x_{kt} \\
+ \frac{1}{2} \beta_2 t^2 + \sum_n \beta_{nt} \ln x_{nt} + u_n - u_{nt}, \quad (8.2.7)
\]

where \(u_n - \text{iid } N(0, \sigma^2)\) is the random-noise error component and \(u_{nt} \geq 0\) is the technical inefficiency error component. Technical change is neutral with respect to inputs if, and only if, \(\beta_{nt} = 0 \forall n\), and absent if, and only if, \(\beta_2 = 0 \forall t\) or \(\beta_{nt} = 0 \forall n\). Since we assume that we do not have input price information, the productivity change decomposition we wish to implement is that appearing in equation (8.2.6).

Equation (8.2.7) is structurally similar to the panel data models considered in Section 3.3, and all of the estimation techniques considered there are applicable in this context. The only difference here is the appearance of \(t\) as a regressor intended to capture the effects of technical change. The principal econometric problem is to disentangle the two roles played by \(t\): as a proxy for technical change in the deterministic kernel of the stochastic production frontier and as an indicator of technical efficiency change in the second error component.
In Chapter 3 we discussed several time-varying specifications for the technical inefficiency error component. These are: (i) \( u_t = u_t \gamma(t) \), where \( \gamma(t) \) is a parametric function of time and \( u_t \) is a nonnegative random variable [Kumbhakar (1990) and Battese and Coelli (1992)]; (ii) \( u_t = u_t \gamma(t) \), where the \( \gamma \) are time effects represented by time dummies and the \( u_t \) can be either fixed or random producer-specific effects [Lee and Schmidt (1993)]; and (iii) \( u_t = \Omega u_t + \Omega_2 t + \Omega_3 \gamma \), where the \( \Omega \)s are producer-specific parameters [Cornwell, Schmidt, and Sickles (1990)].

In specification (i) the separate time effects can be disentangled by positing a nonlinear specification for \( \gamma(t) \). We consider this model, with distributional assumptions \( v_{it} \sim i.i.d. N(0, \sigma^2) \) and \( u_{it} = u_t \exp[-\gamma(t - T)] \) with \( u_t \sim i.i.d. N(\mu, \sigma^2) \). Based on these assumptions, one can derive the probability density function of the composite error term \( v_{it} - u_{it} \), and hence the log likelihood function for the model in equation (8.2.7). Once maximum likelihood estimates of the parameters in (8.2.7) are obtained, one can use the best linear unbiased predictor of technical efficiency. Formulation and estimation of this model, although without time as a regressor, was considered in Section 3.3.2, and additional details are available in Battese and Coelli (1992).

Since our interest centers on the estimation of productivity change and its sources given in equation (8.2.6), we need to obtain estimates of \( T \Delta, \hat{\Delta}, \hat{e}, \forall n, \) and \( \hat{e} \). These can be derived from the parameter estimates obtained from equation (8.2.7) by means of

\[
\hat{T} \Delta = \hat{\beta}_n + \hat{\beta}_m t + \sum_n \hat{\beta}_n \ln x_{nt},
\]

\[
T \hat{\Delta} = \hat{u} \hat{\gamma} \exp[-\gamma(t - T)],
\]

\[
\hat{\varepsilon}_n = \hat{\beta}_{nt} + \sum_k \hat{\beta}_{nk} \ln x_{nt} + \hat{\beta}_m t, \quad n = 1, \ldots, N,
\]

\[
\hat{\varepsilon} = \sum_n \left( \hat{\beta}_n + \sum_k \hat{\beta}_{nk} \ln x_{nt} + \hat{\beta}_m t \right).
\]

Once these components are estimated, the productivity change index in equation (8.2.6) can be estimated and decomposed for each producer. Notice that all three components of equation (8.2.6) are time and producer specific unless certain parametric restrictions are satisfied. \( T \Delta \) varies across producers unless it is neutral with respect to inputs (\( \hat{\beta}_n = 0 \) \( \forall n \)), and \( T \Delta \) varies through time unless \( \hat{\beta}_m = 0 \) \( \forall n \). \( T \hat{\Delta} \) varies across producers through its \( u_t \) component, and

\( T \hat{\Delta} \) varies through time, with the same trend for each producer, unless \( T \hat{\Delta} = 0 \). Finally \( \{(e - 1) \Sigma (e_k / e) x_{nt}\} \) varies across producers and through time unless technology takes the linearly homogeneous Cobb–Douglas form (\( \Sigma \beta_n = 1 \) and \( \beta_{nt} = \beta_{nt} = 0 \) \( \forall n, k \)) or unless \( x_{nt} = 0 \) \( \forall n, i, t \). Each of these parametric restrictions is testable.

8.3 A DUAL (COST FRONTIER) APPROACH

In this section we use quantity and price information to estimate and decompose productivity change. This dual approach is based on a cost frontier. In Section 8.3.1 we develop a pair of analytical frameworks in which dual productivity change is expressed in terms of technical change, technical efficiency change, and the contribution of scale economies, as in the primal approach given in equation (8.2.6). However the dual approach also enables us to derive a component that captures the effect of change in input allocative inefficiency. The two analytical frameworks differ in that one models the costs of technical and input allocative inefficiency as error components in a stochastic cost frontier, whereas the other models the magnitudes of technical and input allocative inefficiency by treating them as additional parameters to be estimated. The two frameworks generate identical technical change and scale components, but they generate different technical efficiency change and input allocative efficiency change components. In Section 8.3.2 we consider estimation and decomposition of productivity change using the second framework and a translog stochastic cost frontier. Sections 8.3.1 and 8.3.2 are consistent with Sections 8.2.1 and 8.2.2 in the sense that both assume that a single output is produced. Section 8.3.3 exploits the ability of a cost frontier to easily accommodate multiple outputs, and develops a decomposition of productivity change in a multiple-output context. This section is brief, because our emphasis is on introducing efficiency change into a productivity change decomposition rather than on expanding the dimensionality of output space.

The general structure of the dual cost frontier approach is illustrated in Figure 8.2, in which \( N \) inputs are used to produce a single output, and a producer expands from \((y', E')\) to \((y'^{+1}, E'^{+1})\). Production technology is characterized by decreasing returns to scale, and
technical progress has occurred between periods $t$ and $t + 1$, since $c(y, w^{m_{t+1}}, t + 1; \beta) < c(y, w^t, t; \beta)$ and since we assume that $w^{m_{t+1}} \geq w^t$. Assuming away noise for the moment, it is clear that production is cost inefficient in both periods, since $E' > c(y', w^t, t; \beta)$ and $E^{m_{t+1}} > c(y^{m_{t+1}}, w^{m_{t+1}}, t + 1; \beta)$, and that cost efficiency has improved from period $t$ to period $t + 1$, since $[E^{m_{t+1}}; c(y^{m_{t+1}}, w^{m_{t+1}}, t + 1; \beta)] < [E'; c(y', w^t, t; \beta)]$. It is also clear that productivity growth has occurred, since $(E^{m_{t+1}}/y^{m_{t+1}}) < (E'/y')$. The initial econometric problem is to attribute expenditure growth to output growth and productivity growth. The estimated rate of productivity growth must then be decomposed into contributions associated with returns to scale, technical change, and change in cost efficiency, which itself may be due to change in technical and/or input allocative efficiency.

8.3.1 The Analytical Framework

A dual cost minimization framework is widely used in the productivity literature to estimate and decompose productivity change. Although it is possible to use a primal framework and invoke the first-order conditions for cost minimization to derive an expression for productivity change, we prefer to use a dual framework. The main reason for using a dual framework is that it is useful from an estimation point of view. We begin with a completely general formulation, which is not parameterized and which has been used as the basis for empirical research when the contribution of efficiency change to productivity change is ignored. We then continue with a preferred parameterized formulation on which estimation can be based in the presence of efficiency change.

Consider the deterministic cost frontier

$$\ln E = \ln c(y, w, t; \beta) + u_T + u_A,$$  \hspace{1cm} (8.3.1)

where $E = w^T x$ is total expenditure, $x = (x_1, \ldots, x_N) \geq 0$ is an input vector, $w = (w_1, \ldots, w_N) > 0$ is an input price vector, $y \geq 0$ is scalar output, $t$ is a time trend that serves as a proxy for technical change, $c(y, w, t; \beta)$ is the deterministic kernel of a stochastic cost frontier with technology parameter vector $\beta$ to be estimated, $u_T \geq 0$ is the cost of technical inefficiency, and $u_A \geq 0$ is the cost of input allocative inefficiency. Totally differentiating equation (8.3.1), solving for $\dot{y}$, and substituting the expression for $\dot{y}$ into equation (8.2.4) yields an initial expression for dual productivity change

$$T\dot{FP} = [1 - \epsilon(y, w, t; \beta)] \dot{y} - c(y, w, t; \beta) - \sum_n S_n(y, w, t; \beta) w_n$$

$$- \sum_n \left( \frac{w_n x_n}{E} \right) \dot{x}_n + \dot{E} = \frac{\partial u_T}{\partial t} - \frac{\partial u_A}{\partial t},$$  \hspace{1cm} (8.3.2)

where the cost elasticity $\epsilon(y, w, t; \beta) = \partial \ln c(y, w, t; \beta)/\partial \ln y = [\epsilon(x; \beta)]^I$ provides a dual measure of returns to scale and the $S_n(y, w, t; \beta) = \partial \ln c(y, w, t; \beta)/\partial \ln w_n$, $n = 1, \ldots, N$, are efficient input cost shares. Next, noting that $\dot{E} - \sum_n (w_n x_n/E) \dot{x}_n = \sum_n (w_n x_n/E) \dot{w}_n$ and substituting this equality into equation (8.3.2) yields the final expression for dual productivity change

$$T\dot{FP} = [1 - \epsilon(y, w, t; \beta)] \dot{y} - c(y, w, t; \beta)$$

$$+ \sum_n [S_n - S_n(y, w, t; \beta)] w_n - \frac{\partial u_T}{\partial t} - \frac{\partial u_A}{\partial t},$$  \hspace{1cm} (8.3.3)

where the $S_n = w_n x_n/E$, $n = 1, \ldots, N$, are actual input cost shares.

Equation (8.3.3) provides a decomposition of dual productivity change that is identical to that obtained by Bauer (1990a: 291). The first component is a scale effect, which makes no contribution to
productivity change if either \( \epsilon(y, w, t; \beta) = 1 \) or \( \dot{y} = 0 \). However output growth in the presence of scale economies \([\epsilon(y, w, t; \beta) < 1]\) contributes to productivity growth, as does output contraction in the presence of diseconomies of scale \([\epsilon(y, w, t; \beta) > 1]\). Conversely output growth in the presence of diseconomies of scale retards productivity growth, as does output contraction in the presence of scale economies. The second component is a technical change effect that shifts the cost frontier down if technical change is progress or up if technical change is regress. The third component captures the impact of deviations of actual input cost shares from efficient input cost shares. This component is zero if the input mix is allocatively efficient, since then \( S_n = S_n(y, w, t; \beta) \forall n \). However this term is also zero in the presence of input allocative inefficiency if all input prices change at the same rate because \( \Sigma_n [S_n - S_n(y, w, t; \beta)] = 0 \). The final two components capture the separate contributions to productivity change of changes in the costs of technical and input allocative inefficiency.

The dual productivity change decomposition given in equation (8.3.3) parallels the two primal productivity change decompositions given in equations (8.2.6) and (8.2.5), although not exactly. Both primal and dual decompositions contain components measuring the contributions of technical change and scale economies to productivity change. However the dual technical change component in equation (8.3.3) is not identical to the primal technical change component in equations (8.2.6) and (8.2.5) unless constant returns to scale prevail. Ohta (1974) has shown that

\[
-\dot{c}(y, w, t; \beta) = \epsilon(y, w, t; \beta) \cdot \dot{\Delta}, \tag{8.3.4}
\]

so that \([-\dot{c}(y, w, t; \beta)] \preceq \dot{\Delta} \) according as \( \epsilon(y, w, t; \beta) = [\epsilon(x, t; \beta)]^{-1} \preceq 1 \). The dual scale component in equation (8.3.3) is related to the primal scale component in equations (8.2.5) and (8.2.6) by way of

\[
(1 - \epsilon(y, w, t; \beta)) \dot{y} = (\epsilon - 1) \sum_n \left( \frac{\dot{\epsilon}_n}{\epsilon} \right) \dot{x}_n + (1 - \epsilon^{-1}) \cdot \dot{\Delta}. \tag{8.3.5}
\]

Thus the two scale components are equal under constant returns to scale, in which case both are zero, or in the absence of technical change. In addition, the primal and dual technical efficiency change components differ, the former measuring the contribution of changes in the magnitude of output-oriented technical inefficiency and the latter measuring the contribution of changes in the cost of technical inefficiency whose orientation is as yet unspecified. Finally the primal formulation in equation (8.2.5) contains one allocative efficiency change component, and the simpler primal formulation in equation (8.2.6) contains no allocative efficiency change component, whereas the dual formulation in equation (8.3.3) contains a pair of allocative efficiency change components.

The problem with Bauer's dual productivity change decomposition given in equation (8.3.3) lies with the two error components \( u_t \) and \( u_s \). We saw in Chapter 4 how difficult it is to estimate the costs of technical and input allocative inefficiencies as error components within a flexible cost frontier model. In the present context this leaves us with two options. The first is to simplify equation (8.3.1) by replacing the two error components \( u_t \) and \( u_s \) with a single error component \( u_{ts} \) representing the cost of both types of inefficiency. This leads to the replacement of the two terms \(-\partial u_t/\partial t\) and \(-\partial u_s/\partial t\) in equations (8.2.2) and (8.3.3) with the single term \(-\partial u_{ts}/\partial t\) representing change in the cost of both types of inefficiency. The second option is to base our decomposition of productivity change on a parametric model along the lines developed in Chapter 6. Since it is difficult enough to interpret, much less to estimate, the dual technical and allocative efficiency change components within a composed error framework, we follow the second option by developing a partially parameterized dual formulation in which the contributions of changes in technical and input allocative efficiency are relatively easy to interpret and estimate.

Consider the cost minimization problem

\[
\min_x \{w^Tx: y = f(x \cdot \exp[-\tau]; t; \beta)\}, \tag{8.3.6}
\]

where \( f(x, t; \beta) \) is the production frontier and \( \exp[-\tau] \) represents input-oriented technical inefficiency with \( \tau \geq 0 \). In addition to allowing for technical inefficiency, we also allow for input allocative inefficiency by expressing the first-order conditions for equation (8.3.6) as

\[
\frac{f\prime(x \cdot \exp[-\tau]; t; \beta)}{f\prime(x \cdot \exp[-\tau]; t; \beta)} = \frac{w_x}{w} \cdot \exp(-\xi_n), \quad n = 2, \ldots, N. \tag{8.3.7}
\]

This formulation allows the technically efficient input vector \( x \cdot \exp[-\tau] \) to be allocatively inefficient relative to the observed input.
price vector \( w \). A producer is allocatively efficient relative to \( w \) if and only if, \( \xi_n = 0 \), \( n = 2, \ldots, N \). The technically efficient input vector \( x \cdot \exp[-\tau] \) is, however, allocatively efficient relative to the shadow input price vector \( [w_1, w_2, \exp[-\xi_2], \ldots, w_N, \exp[-\xi_N]] \).

Defining the shadow input price vector as \( w^* = [w_1, w_2, \exp[-\xi_2], \ldots, w_N, \exp[-\xi_N]] \) and the corresponding shadow cost frontier (which does not incorporate technical inefficiency) as \( c'(y, w^*, t; \beta) = \sum w_n^* x_n \), and substituting \( w^* \) into the optimization problem (8.3.6), generates the shadow cost frontier (which does incorporate technical inefficiency)

\[
c(y, w^*, t; \beta) = \sum w_n^* x_n \cdot \exp[-\tau] = \exp[-\tau] \cdot c'(y, w^*, t; \beta). \tag{8.3.8}
\]

A lot of tedious algebra leads to the following expression for actual expenditure \( E = w^* x^* \):

\[
\ln E = \ln c'(y, w^*, t; \beta) + \ln G(y, w^*, t; \beta) = \ln c(y, w^*, t; \beta) + \ln G(y, w^*, t; \beta) + \tau, \tag{8.3.9}
\]

where

\[
G(y, w^*, t; \beta) = \sum S_n^t \cdot \exp[\xi_n].
\]

\[
S_n^t = \frac{w_n^* x_n}{c'(y, w^*, t; \beta)} = \frac{\partial \ln c'(y, w^*, t; \beta)}{\partial \ln w_n^*} = \frac{\partial \ln c(y, w^*, t; \beta)}{\partial \ln w_n^*}.
\]

Totally differentiating equation (8.3.9) and the equality \( E = w^* x \), and setting the two expressions equal, gives an initial decomposition of dual productivity change

\[
TFP = \left[1 - c'(y, w^*, t; \beta)\right] y - c'(y, w^*, t; \beta) + \frac{\partial \ln G(y, w^*, t; \beta)}{\partial t} \frac{\partial \tau}{\partial t}.
\tag{8.3.10}
\]

where \( \epsilon'(y, w^*, t; \beta) = \frac{\partial \ln c'(y, w^*, t; \beta)}{\partial \ln y} \). This expression can be rewritten in terms of the cost frontier \( c(y, w, t; \beta) \) (which is dual to the original production frontier \( f(x, t; \beta) \), on which both technical and allocative efficiency hold, as

\[
TFP = \left[1 - \epsilon(y, w, t; \beta)\right] y - c(y, w, t; \beta) + \frac{\partial \tau}{\partial t} + \rho(y, w, t; \beta), \tag{8.3.11}
\]

where the cost elasticity \( \epsilon(y, w, t; \beta) = \frac{\partial \ln c(y, w, t; \beta)}{\partial \ln y} \) measures returns to scale on the cost frontier \( c(y, w, t; \beta) \), \( -\epsilon(y, w, t; \beta) \) measures technical change on the cost frontier \( c(y, w, t; \beta) \), \( -\frac{\partial \tau}{\partial t} \) measures technical efficiency change, and

\[
\rho(y, w, t; \beta) = \left[\epsilon(y, w, t; \beta) - \epsilon'(y, w^*, t; \beta)\right] y + \left[\epsilon(y, w, t; \beta) - \epsilon'(y, w^*, t; \beta)\right] y + \sum S_n \left[\frac{w_n^*}{w_n^*} \right] \frac{d}{dt} \left[\ln \left(\sum S_n \left[\frac{w_n^*}{w_n^*} \right]\right)\right]
\]

measures the contribution of change in input allocative inefficiency to productivity change. The term \( \rho(y, w, t; \beta) = 0 \) if the input mix is allocatively efficient, in which case \( w_n^* = w_n \iff \xi_n = 0 \), \( n = 2, \ldots, N \). However \( \rho(y, w, t; \beta) = 0 \) is also possible in the presence of input allocative inefficiency. The first term in \( \rho(y, w, t; \beta) \) is zero if technical change is the same when measured on \( c(y, w, t; \beta) \) as when measured on \( c'(y, w^*, t; \beta) \). The second term is zero if scale economies are the same on \( c(y, w, t; \beta) \) and \( c'(y, w^*, t; \beta) \). The third term is zero if \( w_n^* = w_n \forall n, k \). The final term is zero if the \( (w_n/w^*_n) \) are independent of time. Each of these cases, and all of them collectively, is consistent with the presence of input allocative inefficiency.

The dual productivity change decomposition given in equation (8.3.11) is similar to the decomposition given in equation (8.3.3). They contain identical scale and technical change components. However the technical efficiency change component in equation (8.3.11) measures the contribution of change in the magnitude of technical inefficiency, whereas that in equation (8.3.3) measures the contribution of change in the cost of technical inefficiency. Finally, the two remaining components [\( \rho(y, w, t; \beta) \) in equation (8.3.11)] and [\( \sum S_n \left[\frac{w_n^*}{w_n^*} \right] \frac{d}{dt} \left[\ln \left(\sum S_n \left[\frac{w_n^*}{w_n^*} \right]\right)\right] \) in equation (8.3.3)] provide different characterizations of the contribution of change in allocative efficiency. The allocative efficiency component in equation (8.3.11) measures the contribution of changes in the magnitude of allocative inefficiency represented by the parameter vector \( \xi \), whereas the allocative
efficiency component in equation (8.3.3) measures the contribution of changes in the cost of allocative inefficiency. Finally, if persistent technical and allocative efficiency hold, then the final two components in equation (8.3.11) disappear, and our dual productivity change decomposition collapses to that of Denny, Fuss, and Waverman (1981; 1995).

8.3.2 Estimation and Decomposition

It is possible to base estimation and decomposition of dual productivity change on equations (8.3.1)–(8.3.3). All that is required is to follow the estimation strategy outlined in Section 4.3.2, preferably with a flexible specification for the cost frontier and with \( t \) added as a regressor to serve as a proxy for technical change. After estimation, estimated values of the technology parameters and the parameters of the technical and allocative inefficiency distributions can be used to implement the productivity change decomposition in equation (8.3.3). However, as we mentioned in Chapter 4, and repeated beneath equation (8.3.5), estimation of the model is complicated by its error structure.

Here we consider estimation and decomposition of dual productivity change based on equations (8.3.6)–(8.3.11). We begin by assigning a translog functional form to the shadow cost frontier \( c' (y, w^a, t; \beta) \), which we write as

\[
\ln c'(y_u, w^a, t; \beta) = \beta_o + \beta_i \ln y_u + \sum_n \beta_n \ln w^a_n + \beta_i t \\
+ \frac{1}{2} \beta_{ix}^2 [\ln y_u] + \frac{1}{2} \sum_n \beta_{in} [\ln w^a_n] [\ln w^a_n] \\
+ \frac{1}{2} \beta_{it}^2 + \sum_n \beta_{in} [\ln y_u][\ln w^a_n] \\
+ \beta_{it} [\ln y_u] t + \sum_n \beta_{in} [\ln w^a_n] t.
\]  

The corresponding shadow input cost share equations are

\[
S_m^n (y_u, w^a, t; \beta) = \beta_o + \sum_n \beta_{nk} \ln w^a_k + \beta_n \ln y_u + \beta_{nk} t, \\
\quad n = 1, \ldots, N.
\]

Using equation (8.3.9) and the expressions beneath it, actual expenditure and the actual input cost share equations can be expressed as

\[
\ln E_u = \ln c'(y_u, w^a, t; \beta) \\
+ \ln \left[ \sum_n S_m^n (y_u, w^a, t; \beta) \exp \{\xi_{au}^n \} \right] + \tau_u + \nu_u, \\
(8.3.14)
\]

\[
S_m^n (y_u, w^a, t; \beta) \exp \{\xi_{au}^n \} \sum_n S_m^n (y_u, w^a, t; \beta) \exp \{\xi_{au}^n \} = \eta_{au}, \quad n = 1, \ldots, N.
\]  

where \( \tau_u \) is the magnitude (and the cost) of input-oriented technical inefficiency, and \( \nu_u \) and the \( \eta_{au} \) are classical random-error terms.

The estimation strategy depends on the nature of the assumptions made on \( \tau_u \) and the \( \xi_{au}^n \). If both \( \tau_u \) and the \( \xi_{au}^n \) are assumed to be random, and distributional assumptions are made on them, it is not possible to derive the likelihood function for the system of \( N \) equations consisting of equation (8.3.14) and \( N - 1 \) of the equations (8.3.15). Therefore, to keep the estimation problem tractable, we assume that the allocative inefficiencies (the \( \xi_{au}^n \)) are fixed parameters that are constant across producers and through time (and so become \( \xi_{au} \)). Although it is somewhat restrictive, the discussion beneath equation (8.3.11) demonstrates that this assumption does not imply that productivity growth is independent of the \( \xi_{au} \). We also make the Battese and Coelli (1992) distributional assumption that \( \tau_u = \tau \cdot \exp \{- \lambda (t - T)\} \), where \( \tau \sim \text{iid} N(\mu, \sigma^2) \), and we also assume that \( \nu_u \sim \text{iid} N(0, \sigma^2) \), \( \eta_{au} \sim N(0, \Sigma_u) \), with \( v \) distributed independently of \( \tau \) and \( \eta_u \), and \( \tau \) distributed independently of \( \eta_u \). With this specification the likelihood function for the preceding system of equations can easily be derived.

Due to the highly nonlinear nature of equations (8.3.14) and (8.3.15), obtaining maximum likelihood estimators is apt to be computationally difficult. However if the estimators can be obtained, estimates of \( \tau_u \) can be calculated from the residuals of equation (8.3.14) using the JLM procedure. Under this specification for \( \tau_u \), the contribution of technical efficiency change to productivity change is given by \( -\frac{\partial c'_u}{\partial \tau} \) = \( \gamma' \cdot \tau_u \). The remaining components of productivity change identified in equation (8.3.11) can be obtained directly from the estimated parameters in the expenditure equation (8.3.14).

Estimation can be simplified somewhat by using the following two-step procedure. In the first step the input cost share equations are estimated using ITSUR (which does not require distributional assumptions on \( \eta \)). The estimates of \( S_m^n \) and \( \xi_{au} \) can be used to obtain
an estimate of \( \Sigma_n S_n(y_n, w_n^t, t; \beta) \cdot \exp(\xi_n) \). In the second step, maximum likelihood techniques are used to estimate the transformed expenditure equation

\[
\ln E_n - \ln \sum_n S_n(y_n, w_n^t, t; \beta) \cdot \exp(\xi_n) = \ln c(y_n, w_n^t, t; \beta) + \tau_n + \nu_n . \quad (8.3.16)
\]

Since \( \ln c(y_n, w_n^t, t; \beta) \) depends on the \( \xi_n \) via the \( w_n^{\text{min}} \), further simplification in estimation can be achieved by treating \( w_n^{\text{min}} \) as the price of \( x_n \) calculated using the relationship \( w_n^{\text{min}} = w_n^{\text{min}} \cdot \exp(\xi_n) \), and not estimating the \( \xi_n \) again in the second step. Under this scenario, estimation of the transformed expenditure equation in the second step is not different from estimating technical inefficiency in the Battese and Coelli (1992) model.

### 8.3.3 An Extension to Multiple Outputs

The analysis, estimation, and decomposition of dual productivity change in Sections 8.3.1 and 8.3.2 is based on the assumption that only a single output is produced. In this section, we extend the analysis to the multiple-output case. Our exposition is brief, because the analytical and econometric extensions are straightforward and, more importantly, because our interest centers on the introduction of efficiency change into a decomposition of productivity change, and the extension to multiple outputs is of secondary interest.

The key difference between the decomposition of productivity change in the multiple-output case and in the single-output case lies in the definition of productivity change. When there are \( M \) outputs \( y = (y_1, \ldots, y_M) \geq 0 \), the Divisia index of productivity change given in equation (8.2.4) becomes

\[
TFP = \bar{Y} - \bar{X} = \sum_m R_m \bar{y}_m - \sum_n S_n \bar{x}_n , \quad (8.3.17)
\]

where \( R_n = p_n y_n / R \) is the observed revenue share of output \( y_m \), \( p_m \) is the price of output \( y_m \), and \( R = \sum p_m y_m \) is total revenue. If the scalar output \( y \) in the deterministic cost frontier given in equation (8.3.1) is replaced by the output vector \( y = (y_1, \ldots, y_M) \), then the analysis of Section 8.3.1 can be adapted to the multiple-output case.

Adapting the error components analysis in equations (8.3.1)–(8.3.3) to the multiple-output case leads to the following expression for productivity change:

\[
TFP = (1 - \varepsilon(y, w, t; \beta)) \bar{Y} - \bar{c}(y, w, t; \beta) + \sum_n [S_n - S_n(y, w, t; \beta)] \bar{v}_n
\]

\[
+ (\bar{Y} - \bar{Y}^c) \frac{\partial \bar{u}^c}{\partial t} \frac{\partial \bar{u}^c}{\partial t} , \quad (8.3.18)
\]

where

\[
\bar{Y}^c = \sum_m \left[ \frac{e_m(y, w, t; \beta)}{e(y, w, t; \beta)} \right] \bar{y}_m
\]

provides a measure of aggregate output growth using efficient cost elasticity weights in place of revenue share weights, the \( e_m(y, w, t; \beta) = \partial \ln c(y, w, t; \beta) / \partial \ln y_m \) are elasticities of minimum cost with respect to \( y_m \), \( m = 1, \ldots, M \), and \( \varepsilon(y, w, t; \beta) = \sum_m e_m(y, w, t; \beta) \) is the dual multiproduct measure of scale economies.

Expression (8.3.18) appears in Bauer (1990a; 292) and, in simplified form, in Denny, Fuss, and Waverman (1981; 197). It decomposes productivity change into a scale effect, a technical change effect, an input allocative efficiency effect, and a pair of efficiency cost effects, as in the single-output version given in equation (8.3.3). The effect \( (\bar{Y} - \bar{Y}^c) \) is new, and captures the impact on productivity change of departures from marginal cost pricing, or of departures from equiportionate markups over marginal cost pricing, since \( (\bar{Y} - \bar{Y}^c) = 0 \) if \( p_n = 0 \) \( \varepsilon(y, w, t; \beta) \) \( \partial \bar{y}_m \), \( m = 1, \ldots, M \). This term does not appear in equation (8.3.3), apparently because there is no question of appropriate output weights in the single-output case, despite the fact that \( p \neq \varepsilon(y, w, t; \beta) \) \( \partial \bar{y}_m \) remains possible in the single-output case.

In principle productivity change can be estimated and decomposed in the multiple-output composed error framework; Bauer (1990a) did so under several restrictive assumptions. However, as we indicated previously, the complicated error structure makes the model exceedingly difficult to estimate, regardless of the number of outputs, and so we now consider a multiproduct model in which technical and input allocative inefficiency are modeled parametrically rather than through error components. This approach extends the analysis and estimation in equations (8.3.6)–(8.3.16) to the multiple-output case.
Equation (8.3.11) provides a decomposition of dual productivity change in the single-output case. The extension to multiple outputs is given by

\[
TFP = [1 - e(y, w, t; \beta)]\phi^c(y, w, t; \beta) - \frac{\partial \tau}{\partial t} + \rho(y, w, t; \beta), \tag{8.3.19}
\]

where

\[
\rho(y, w, t; \beta) = \left[ e(y, w, t; \beta) - e^c(y, w', t; \beta) \right] + \left[ \left( e^c(y, w, t; \beta) \right) \phi^c(y, w', t; \beta) - \left( e^c(y, w', t; \beta) \right) \phi^c(y, w, t; \beta) \right] + \left( Y - \bar{Y} \right) + \sum_n \left[ S_n^c w_n - \sum_n S_n^c w_n \right] - \frac{d}{dt} \ln \left( \sum_n S_n^{c, w_n} \right)
\]

and \( \bar{Y} = \sum_m e_m^c(y, w', t; \beta) \phi^c(y, w', t; \beta) \phi^c(y, w, t; \beta) \) provides a measure of aggregate output growth using shadow input prices to construct cost elasticity weights. All other terms are as defined before.

Equation (8.3.19) decomposes dual productivity change into a scale term, a technical change term, a technical efficiency change term, and an input allocative efficiency change term, exactly as equation (8.3.11) does in the single-output case. The technical change and technical efficiency change terms are unchanged from their single-output versions. The scale term is a straightforward generalization of the single-output scale term. The input allocative efficiency change term \( \rho(y, w, t; \beta) \) is a multiple-output generalization of the single-output expression introduced beneath equation (8.3.11), with one exception. The component \( \left( Y - \bar{Y} \right) \) is new, and captures disproportionation departures from marginal cost pricing. Thus, as in the single-output case, the effect of input allocative inefficiency on productivity change has several components: (i) a technical change component, which is zero if technical change is the same on \( e(y, w, t; \beta) \) and \( e^c(y, w', t; \beta) \); (ii) a scale component, which is zero if returns to scale are the same on \( e(y, w, t; \beta) \) and \( e(y, w', t; \beta) \); (iii) a disproportionate departures from marginal cost pricing term; and (iv) a miscellaneous term, which is zero if actual and shadow input costs are the same and the \( w_n/w_n^c \) are constant for all \( n = 1, \ldots, N \).

Estimation and decomposition in the multiple-output case proceed exactly as in the single-output case discussed in Section 8.3.2. All that is required is to replace the scalar output \( y_n \) with a vector of outputs \( y_{nm}, m = 1, \ldots, M \), in the translog cost frontier system given in equations (8.3.12)–(8.3.16).

### 8.4 A DUAL (PROFIT FRONTIER) APPROACH

A dual profit-maximizing framework is not widely used to analyze, estimate, and decompose productivity change, although it is possible to do so. Two approaches are available. It is possible to use a primal framework and invoke the first-order conditions for profit maximization to derive an expression for productivity change. Alternatively, it is possible to use a dual framework to begin with. In this section we follow the latter approach. The analytical framework we develop in Section 8.4.1 is structurally similar to the analytical framework we developed in Section 8.3.1 for use in a cost-minimizing environment. The estimation and decomposition procedures we develop in Section 8.4.2 are also similar to the empirical procedures we developed in Section 8.3.2 for use in a cost-minimizing environment. Finally, the extension to multiple outputs in Section 8.4.3 is also similar to the extension we developed in Section 8.3.3.

#### 8.4.1 The Analytical Framework

A conventional profit frontier \( \pi(p, w, t; \beta) \) is defined as the solution to the constrained maximization problem

\[
\pi(p, w, t; \beta) = \max_{y, x} \{ py - w^T x : y = f(x, t; \beta) \}, \tag{8.4.1}
\]

where \( f(x, t; \beta) \) is the deterministic kernel of a stochastic production frontier, \( y \geq 0 \) is scalar output with price \( p > 0 \), \( x = (x_1, \ldots, x_N) \geq 0 \) is an input quantity vector with price vector \( w = (w_1, \ldots, w_N) > 0 \), and \( \beta \) is a vector of technology parameters to be estimated. Technical inefficiency can be introduced in either input-oriented or output-oriented form; in output-oriented form it is introduced by scaling output \( y \) to technically efficient output \( y \cdot \exp[u] \) with \( u \geq 0 \). Input allocative inefficiency can be introduced by replacing input prices with shadow input prices \( w' = [w_1, w_2 \cdot \exp[-\tilde{z}_1], \ldots, w_N \cdot \exp[-\tilde{z}_N]] \). The corresponding shadow profit frontier is

\[
\pi'(p', w', t; \beta) = \max_{y, x} \{ p'y \cdot \exp[u] - w'^T x : y \cdot \exp[u] = f(x, t; \beta) \}, \tag{8.4.2}
\]

where \( p' = p \cdot \exp[-u] \) is the shadow price of technically efficient output \( y \cdot \exp[u] \).
From the expression for \( \pi'(p', w; \tau; \beta) \) it follows that the rate of change of shadow profit can be written as

\[
\pi' = \frac{\partial \ln \pi'}{\partial \ln p'} p' + \sum_n \left( \frac{\partial \ln \pi'}{\partial \ln w_n} \right) w'_n + \frac{\partial \ln \pi'}{\partial t}.
\]

(8.4.3)

since \( \frac{\partial \pi}{\partial p} = y \) and \( \frac{\partial \pi}{\partial w_n} = -x_n, n = 1, \ldots, N, \) by Hotelling's lemma. Since shadow profit can also be expressed as \( \pi' = py - \Sigma_n w_n x_n \), we have

\[
\pi' = \frac{py}{\pi} \left( y + \dot{p} \right) - \frac{c'}{\pi} \sum_n \left( S_n' \dot{x}_n + S_n \dot{w}_n \right). 
\]

(8.4.4)

Setting equations (8.4.3) and (8.4.4) equal yields, after some algebraic manipulations,

\[
\pi' \left( \frac{\partial \ln \pi'}{\partial t} \right) = py \left( y - \sum_n S_n \dot{x}_n + \frac{\partial u}{\partial t} \sum_n S_n \dot{x}_n \right) + py \sum_n S_n \dot{x}_n
\]

\[
- c' \sum_n S_n \dot{x}_n + py \left( \frac{\partial u}{\partial t} \right) \sum_n S_n \dot{x}_n
\]

(8.4.5)

where \( c' = \Sigma_n (\partial \ln y / \partial \ln x_n) \) evaluated using the first-order conditions for profit maximization, so that \( c' = \Sigma_n w_n x_n / py = c' / py \). Alternatively, \( c' = [1 - (\partial \ln \pi'/\partial \ln p')^{-1}] \). Solving equation (8.4.5) for the measure of productivity change yields

\[
\frac{\partial \ln \pi'}{\partial \ln p'} = \frac{py}{\pi} \cdot \pi' \left( e^{-1} \right) \sum_n S_n \dot{x}_n + \frac{\partial u}{\partial t} \sum_n S_n \dot{x}_n - \frac{\partial u}{\partial t}.
\]

(8.4.6)

Equation (8.4.6) provides a decomposition of dual productivity change into four components. Applying the envelope theorem to equation (8.4.2) yields \( \frac{\partial \pi}{\partial t} = p'. \frac{\partial f(x, r; \beta)}{\partial t} \), which in turn implies that \( \pi' / (py) \frac{\partial \ln \pi'}{\partial \ln p'} = \frac{[f(x, r; \beta)]^{-1} \cdot \partial f(x, r; \beta)}{\partial \ln p'} \). Thus the first component on the right-hand side of equation (8.4.6) is equivalent to \( \Delta \) in equations (8.2.5) and (8.2.6). Similarly \( e' \) and the \( S_n \) are the same as \( e \) and the \( S_n \) in equations (8.2.5) and (8.2.6) when the first-order conditions for profit maximization are imposed. Consequently the second component on the right-hand side of equation (8.4.6) provides a dual measure of the contribution of scale economies to productivity change. Also when \( \xi = 0 \forall n, S_n = S_c \) and the third component on the right-hand side of equation (8.4.6) disappears. Finally the fourth component on the right-hand side of equation (8.4.6) is a dual measure of the contribution of output-oriented technical efficiency change to productivity change, and corresponds to \( T \Delta \) in equations (8.2.5) and (8.2.6).

There is, however, one important difference between the decomposition in equation (8.2.5) and that in equation (8.4.6). In deriving equation (8.2.5) we used quantity data only, and we did not impose any optimization conditions explicitly, whereas in equation (8.4.6) we used both quantity and price data, and we imposed a profit maximization condition in the allocation of the input and output quantities. It is these optimization conditions that enable us to show that the primal and dual productivity change decompositions are identical. In the absence of these conditions, the two decompositions can differ, as they did in the cost-oriented analysis in Section 8.3.

Each of the terms appearing on the right-hand side of equation (8.4.6) can be expressed in terms of the shadow profit function and its derivatives, and so estimation of the shadow profit function enables one to estimate and decompose dual productivity growth. The requisite terms and their expressions are as follows:

\[
py = \pi' \left( \frac{\partial \ln \pi'}{\partial \ln p'} \right),
\]

\[
(e' - 1) = \pi' \left( \frac{\partial \ln \pi'}{\partial \ln p'} \right)^{-1},
\]

\[
S_n = \pi' \left( \frac{\partial \ln \pi'}{\partial \ln w_n} \right) S_n \frac{\partial \ln w_n}{\partial \ln p'}, n = 1, \ldots, N,
\]

\[
S_n = \pi' \left( \frac{\partial \ln \pi'}{\partial \ln w_n} \right) \frac{w_n}{w_n}, n = 1, \ldots, N,
\]

\[
\dot{x}_n = \frac{\partial \ln \pi'}{\partial \ln w_n} \left( \frac{\partial \ln \pi'}{\partial \ln w_n} \right)^{-1} \frac{\partial \ln \pi'}{\partial t} - \frac{\partial \ln w_n}{\partial t}, n = 1, \ldots, N.
\]

The productivity growth decomposition given in equation (8.4.6) can also be expressed in terms of the profit frontier \( \pi(p, w, r, \beta) \). In this decomposition we define returns to scale and technical change on the profit frontier and rewrite equation (8.4.6) as
Estimation of Efficiency Change and Productivity Change

\[ TFP = \frac{\pi}{py} \frac{\partial \ln \pi}{\partial t} + (\varepsilon - 1) \sum_n S_n \frac{\partial x_n}{\partial t} + \rho(p, w, t, \xi, u), \quad (8.4.7) \]

where

\[ \rho(p, w, t, \xi, u) = \frac{\pi' \frac{\partial \ln \pi}{\partial t}}{py} + \left[ \frac{\partial \ln \pi}{\partial p} \right] \frac{\partial \ln \pi}{\partial t} + (\varepsilon - 1) \sum_n S_n \frac{\partial x_n}{\partial t} - (\varepsilon - 1) \sum_n S_n \frac{x_n}{\partial t} + \sum_n (S_n - S_n) x_n. \]

In this formulation dual productivity change is decomposed into a technical change component, a scale component, and an efficiency change component, each defined relative to the profit frontier \( \pi(p, w, t; \beta) \), and a miscellaneous term. The miscellaneous term is zero if technical change is the same along \( \pi(p, w, t; \beta) \) and \( \pi'(p', w', t; \beta) \), if returns to scale are the same along \( \pi(p, w, t; \beta) \) and \( \pi'(p', w', t; \beta) \), and if shadow input cost shares coincide with actual input cost shares. Expressions for \( \varepsilon \) and the \( S_n \) can be obtained from the expressions for \( \varepsilon \) and the \( S_n \) given previously, by substituting \( \pi \) for \( \pi' \), \( w \) for \( w' \), and \( p \) for \( p' \). Note that \( \rho \) depends on output-oriented technical inefficiency \( u \), and so \( \rho \neq 0 \) even in the absence of input allocative inefficiency.

8.4.2 Estimation and Decomposition

In this section we consider estimation of the productivity change components that are derived from the shadow profit function \( \pi'(p', w', t; \beta) \). A single-output and multiple-input production technology is assumed. Our starting point is the relationship between actual profit \( \pi = \frac{py}{w'} \) and shadow profit \( \pi'(p', w', t; \beta) \) in the presence of both technical and allocative inefficiencies. From the relationships developed in Chapters 5 and 6 we have

\[ \ln \pi = \ln \pi' + \ln \left[ \frac{SR'}{\pi} = \sum_n SC_n \exp[\xi_n] \right], \quad (8.4.8) \]

where

\[ \ln \pi' = \beta_x + \beta_y \ln p' + \sum_n \beta_n \ln w_n' + \beta_t + \frac{1}{2} \beta_{tt} (\ln p')^2 \]

\[ + \frac{1}{2} \sum_n \sum_m \beta_{mn} \ln w_n' \ln w_m' + \frac{1}{2} \beta_{tt} t^2 + \sum_n \beta_n \ln p' \ln w_n' + \beta_{tt} \ln p' + \sum_n \beta_n \ln w_n, \quad (8.4.9) \]

and the corresponding shadow profit frontier is

\[ SR' = \beta_x + \beta_y \ln p' + \sum_n \beta_n \ln w_n' + \beta_{tt} t, \quad (8.4.10) \]

\[ -SC_n = \beta_n + \sum_n \beta_n \ln w_n' + \beta_{tt} \ln p' + \beta_{tt} t, \quad n = 1, \ldots, N, \quad (8.4.11) \]

and \( SR' = \frac{py}{w'} = \partial \ln \pi'/\partial p' \) and \( SC_n = w_n \exp[\xi_n] = -\partial \ln \pi'/\partial w_n \), \( n = 1, \ldots, N \), are shadow profit shares. The shadow profit function \( \pi'(p', w', t; \beta) \) is homogeneous of degree +1 in \( (p', w') \), which together with symmetry imposes the parameter restrictions \( \beta_x + \sum_n \beta_n = 1 \)

\[ \beta_y + \sum_n \beta_n = 0 \quad \text{and} \quad \beta_{tt} + \sum_n \beta_n = 0 \quad \forall n, \beta_y + \sum_n \beta_n = 0 \quad \forall n, \beta_n = \beta_n \forall n \neq k. \]

The actual profit share equations are

\[ SR = \frac{py}{w_n} = \frac{SR'}{\pi} = \frac{SC_n \exp[\xi_n]}{\pi} \quad n = 1, \ldots, N, \quad (8.4.12) \]

\[ SC_n = \frac{w_n \exp[\xi_n]}{\pi} \quad n = 1, \ldots, N. \quad (8.4.13) \]

The problem is to estimate the system of equations (8.4.12) and (8.4.13). However even if we assume that the allocative inefficiencies are fixed parameters invariant through time and across producers, this system cannot be estimated in the same way as the corresponding cost system can be estimated. The reason for this is that the profit share equations are affected by the presence of technical inefficiency via the output shadow price \( p' \). That is, \( SR' \) and the \( SC_n \) depend on \( u \), and since \( u \) is random it is virtually impossible to derive the distribution of the error vector (or simplify the variance-covariance matrix) in the system of equations (8.4.12) and (8.4.13).

Here we suggest three methods of estimation, although none of these methods is entirely satisfactory. The first approach uses a very restrictive specification of production technology, which simplifies matters considerably at an equally considerable sacrifice of flexibility. The second and third approaches retain flexibility, but they are difficult to estimate.

We begin by assuming a Cobb–Douglas functional form, in which case the deterministic production frontier is

\[ \ln y = b_x + \sum_n b_n \ln x_n + b_t + u, \quad (8.4.14) \]

and the corresponding shadow profit frontier is
\[ \ln \pi' = \beta_o + \beta_p p' + \sum_{n} \beta_n \ln w_n + \beta_t t, \quad (8.4.15) \]

where \( \beta_p = 1 - \sum \beta_n, \beta_n = -\beta_n(1 - \sum \beta_n), n = 1, \ldots, N, \) and \( \sum \beta_n < 1. \) In this simplified model the input profit share equations become

\[ SC_n = \frac{\beta_n \text{exp}[\xi_n]}{(1 - \sum \beta_k + \sum \beta_k \text{exp}[\xi_k])}, \quad n = 1, \ldots, N, \quad (8.4.16) \]

and the output profit share equation is \( SR = 1 - \sum SC_n. \)

It is clear from equations (8.4.16) that even though we have restricted ourselves to the Cobb–Douglas case, the allocative errors \( \xi_n \) do not appear linearly in the actual profit share equations. What this means is that if one considers the \( \xi_n \) as random variables, estimation of the actual profit share equations in (8.4.16) will still be difficult. This problem can, however, be avoided if one uses the production frontier and the first-order conditions for profit maximization, and considers the system of equations

\[ \begin{align*}
\ln y - \beta_o - \sum \beta_n \ln x_n - b_t t &= v - u, \\
\ln x_n - \sum \beta_k \ln x_k - b_t t - \ln p + \ln w_n - \ln b_n - \ln b_o &= \xi_n - u, \\
& n = 1, \ldots, N. 
\end{align*} \]

(8.4.17)

In this specification \( v \) is iid \( N(0, \sigma_v^2) \) is a random-noise error component, and \( u \geq 0 \) represents output-oriented technical inefficiency. If distributional assumptions are imposed on \( u \) and the \( \xi_n, \) this system can be estimated following procedures outlined in Kumbhakar (1987, 1990). Once the parameters are estimated [including \( u \) from the generalization of the JLM procedure given in Kumbhakar (1987)], all of the productivity change components given at the end of Section 8.4.1 can be derived.

Next we return to the original system of profit share equations given in equations (8.4.12) and (8.4.13), which are based on a flexible translog specification. It is important to note that even if \( u \) (embedded in \( p' \)) and the \( \xi_n \) are time invariant, productivity change is nonetheless not independent of technical or allocative inefficiencies. This is because \( \pi', e', \) and the \( S_n \) all depend on \( u \) and the \( \xi_n. \) However if the allocative inefficiencies \( \xi_n \) are modeled as fixed parameters, invariant across producers and through time, and if the technical inefficiencies \( u \) are modeled as time-invariant parameters, then it is possible to estimate the system (8.4.12) and (8.4.13) using a nonlinear ITSUR approach. However if the number of producers is large, estimation is still likely to be a problem.

The final approach to estimation we consider is based on an approach we introduced in Chapter 6. We begin by rewriting the shadow profit share equations (8.4.10) and (8.4.11) as \( SR' = SR^0 - \beta_{pp} p' \) and \( -SC_n = -SC_n^0 - \beta_{pp} n, n = 1, \ldots, N, \) where

\[ \begin{align*}
SR' &= \beta_p + \beta_{pp} p + \sum \beta_n \ln w_n + \beta_{tt} t, \\
-SC_n &= \beta_n + \sum \beta_{nk} \ln w_k + \beta_{nn} p + \beta_{nt} t, \quad n = 1, \ldots, N.
\end{align*} \]

Then the denominators in equations (8.4.12) and (8.4.13) become

\[ SR' - \sum_k SC_k \text{exp}[\xi_k] = SR^0 - \sum_k SC_k^0 \text{exp}[\xi_k] - u A_o, \]

\[ = D_o - u A_o, \]

where \( A_o = \beta_{pp} + \sum \beta_{pk} \text{exp}[\xi_k]. \) Using these results, the actual profit share equations can be rewritten as

\[ \begin{align*}
D_o SR - SR^0 &= u, \\
A_o SR - \beta_{pp} p' &= u, \\
D_o SC_n - SC_n^0 &= u, \quad n = 1, \ldots, N. \quad (8.4.18)
\end{align*} \]

Next we eliminate \( u \) from these actual profit share equations by subtracting each input profit share equation from the output profit share equation to obtain

\[ \begin{align*}
D_o SR - SR^0 - D_o SC_n - SC_n^0 &= \eta_n, \quad n = 1, \ldots, N, \quad (8.4.19)
\end{align*} \]

where the \( \eta_n \) are classical error terms. There is no loss of information in using \( N \) of \( N + 1 \) profit share equations, since only \( N \) share equations are independent. Assuming that the \( \xi_n \) are producer- and time-invariant fixed parameters, and that the error vector \( \eta \) has zero mean and constant variance–covariance matrix, the system of equations (8.4.19) can be estimated using the nonlinear ITSUR procedure. As can be seen from the expressions for \( SR' \) and the \( SC_n, \) the system in (8.4.19) is highly nonlinear. The only comfort is that the parameters are estimated without making any distributional
assumptions. Technical inefficiency \( u \) is not estimated from the system in (8.4.19). It can, however, be estimated from (8.4.18), from the mean of the left-hand sides of the \( N + 1 \) profit share equations using the estimated parameters from equations (8.4.19). Since some of the parameters in \( \pi' \) do not appear in the profit share equations, and are therefore not estimated, we need another step to estimate the remaining parameters. This step involves use of the shadow profit function in (8.4.9), after substituting the parameters already estimated, to obtain a regression equation of the form \( Z = \beta_0 + \beta_t^* + (1/2)\beta_t^2 \), where \( Z = \ln \pi' - \ln \{ SR' - \sum_nSC_n \cdot \exp[\xi_n] \} \) — all terms on the right-hand side of (8.4.9) except the intercept and the terms involving \( t \) and \( \rho' \).

### 8.4.3 An Extension to Multiple Outputs

As in Section 8.3.3, we define productivity change in the multiple-output case as \( TFP = \tilde{Y} - \tilde{X} = \sum_m R_m \hat{y}_m - \sum_n \hat{x}_n \). Again we work with a profit function \( \pi(p, w, \varepsilon; \beta) \) and a shadow profit function \( \pi'(p', w', \varepsilon; \beta) \), where now \( p = (p_1, \ldots, p_M) \) and \( p' = p \cdot \exp[-\mu] \). Totally differentiating the shadow profit function yields

\[
\pi' = \frac{\partial \ln \pi'}{\partial \ln p'} p'_m + \frac{\partial \ln \pi'}{\partial \ln w'} w'_m + \frac{\partial \ln \pi'}{\partial \varepsilon} \varepsilon_m + \frac{\partial \ln \pi'}{\partial \beta} \beta_m
\]

where \( R = \sum_m p_m y_m \) and \( R_m = p_m y_m / R \), \( m = 1, \ldots, M \). Since shadow profit can also be expressed as \( \pi' = \sum_m p_m y_m - \sum_n \hat{x}_n \), we obtain

\[
\pi' = \frac{R}{\pi'} \left( \sum_m R_m \hat{y}_m + \sum_m R_m \hat{p}_m \right) - \frac{C}{\pi'} \sum_n \{ S_n \hat{x}_n + S_n \hat{w}_n \}.
\]

Equating equations (8.4.20) and (8.4.21) yields

\[
\pi' \left( \frac{\partial \ln \pi'}{\partial t} \right) = R \left( \sum_m R_m \hat{y}_m - \sum_n S_n \hat{x}_n \right)
\]

\[
+ R \sum_n S_n \hat{x}_n - C \sum_n S_n \hat{x}_n + \frac{R \partial u}{\partial t}
\]

\[
= R(TFP) - R(e^t - 1) \sum_n S_n \hat{x}_n
\]

\[
- R \sum_n \{ S_n \hat{x}_n - S_n \hat{w}_n \} \hat{x}_n + \frac{R \partial u}{\partial t}.
\]

from which we obtain the following expression for dual productivity change:

\[
T\hat{FP} = \frac{\pi' \partial \ln \pi'}{R} + (e^t - 1) \sum_n S_n \hat{x}_n + \sum_n \{ S_n \hat{x}_n - S_n \hat{w}_n \} \hat{x}_n - \frac{\partial u}{\partial t},
\]

(8.4.23)

which is identical to the single-output productivity change decomposition given in equation (8.4.6), apart from the replacement of \( py \) with \( R = \sum_m p_m y_m \). The interpretation of this decomposition, and of its relationship to the primal decomposition in equations (8.2.5) and (8.2.6), is essentially unchanged.

One feature of equation (8.4.23) warrants mention, because it has no counterpart in the single-output case. The first component on the right-hand side of equation (8.4.23) can be rewritten as

\[
\pi' \frac{\partial \ln \pi'}{R} = \frac{1}{R} \frac{\partial \pi'}{\partial t} = \frac{1}{R} \sum_m p_m \left( \frac{\partial y_m}{\partial t} \right)
\]

\[
= \sum_m R_m \left( \frac{\partial \ln y_m}{\partial t} \right).
\]

(8.4.24)

Thus the technical change component of productivity change in equation (8.4.23) can also be interpreted as a revenue share weighted average of output-specific rates of technical change. Equation (8.4.24) is thus a dual multiple-output version of the primal technical change component \( \Delta \) appearing in equation (8.2.2).

Estimation is difficult in the single-output case, as we mentioned in Section 8.4.2. The problems there involved nonlinearities rather than the number of inputs and outputs, so adding additional outputs to the model causes no serious additional complications. Nonetheless, it does not make estimation any easier.

### 8.5 A Guide to the Literature

A good introduction to index number approaches to productivity change measurement is provided by Balk (1998). More detailed surveys are provided by Diewert (1981a, b, 1987, 1992); these four papers, and others as well, are collected in Diewert and Nakamura (1993).
The primal approach to the econometric estimation of productivity change originated with Solow (1957), who assumed constant returns to scale and technical efficiency, and associated productivity change with technical change. The fact that Solow found such a large residual [which he called productivity growth and Abramovitz (1956) called “a measure of our ignorance”] in the United States during the first half of the twentieth century led to the development of growth accounting. The objective of growth accounting was to eliminate various errors of aggregation and measurement, in an effort to minimize the unexplained residual and to arrive at a more accurate measure of productivity change. Influential work of Denison and Jorgenson and Grilliches is contained in a special issue of the Survey of Current Business (1972).

The next development in the econometric estimation of productivity change resulted from the application of duality theory to the problem. Ohta (1974) derived the relationships between primal and dual cost measures of scale economies and technical change. Caves, Christensen, and Swanson (1980), Denny, Fuss, and Waverman (1981), and Nadiri and Schankerman (1981) used flexible cost functions to estimate and decompose dual productivity change. These last two papers, and several other productivity studies exploiting duality theory, appear in an excellent conference volume edited by Cowing and Stevenson (1981). A closely related body of literature concerns the measurement, estimation, and decomposition of productivity change in the presence of what Berndt and Fuss (1986) call “temporary equilibrium,” due perhaps to the presence of quasi-fixed inputs. Early contributions to this literature include Caves, Christensen, and Swanson (1981), Hulten (1986), Morrison (1985, 1986), and Schankerman and Nadiri (1986), and a comprehensive survey is provided by Morrison (1993).

The introduction of efficiency change as a source of productivity change was pioneered by Nishimizu and Page (1982), who used a deterministic translog production frontier to decompose productivity change in Yugoslavia into technical change and technical efficiency change. Much later Bauer (1990a) merged the work cited in the previous paragraph with that of Nishimizu and Page to derive detailed primal and dual (cost) decompositions of productivity change. Much of the material in Sections 8.2 and 8.3 is based on Bauer’s work. Despite the fact that Bauer’s work is nearly a decade old, little subsequent effort has been devoted to the introduction of efficiency change into econometric models of productivity change. Surveys of the literature, both econometric and noneconometric, are provided by Grosskopf (1993) and Lovell (1996). More recently interest in an econometric approach to the construction of Malmquist-type productivity indexes has grown rapidly. Noteworthy examples include Atkinson and Cornwell (1998b), who contrast frontier and nonfrontier approaches; Atkinson and Primont (1998), who use shadow cost and distance functions; Coelli (1997), who uses a stochastic production frontier approach; and Fuentes, Grifell-Tatjé, and Perelman (1997), who use stochastic distance functions.
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