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Abstract—In wireless sensor networks, nodes periodically wake
up and sleep in order to reduce their energy consumption. One
challenge in this scenario is how to coordinate the sender and
receiver so that they can wake up and sleep at the same pace
to maintain connectivity. In this paper, we present a synchro-
nization method that has very low energy consumption overhead
yet high-precision synchronization performance. Different from
existing synchronization methods, it does not need to correct the
offsets and skews of the clocks of nodes. Instead, our proposed
method takes advantage of the fact that the time interval between
two transmitted beacons is the same as the time interval between
two received beacons, since the propagation and coding delay can
be assumed to be similar in these two transmissions. Thus, the
receiver and the sender can be synchronized using their individual
clocks. Based on this key idea, our synchronization method can
overcome the offset and drift issue without modifying the clocks.
This paper focuses on the theoretical analysis to evaluate this
proposed method. The closed-form expression of the error limits
for our method has been obtained. Also, the correctness of the
theoretical analysis has been verified by our experimental results.


Index Terms—Synchronization, low-complexity, ultra-low duty
cycle, theoretical analysis, wireless sensor network.


I. INTRODUCTION


A low-complexity and effective synchronization method
is vital for MAC protocols in wireless sensor networks.


In general, sensor networks are energy-limited and therefore
cannot afford to keep the radio on all the time. Therefore,
nodes typically have to sleep and wake up periodically. This
mandates that the communication protocol is able to deal
with the situation where the sender needs to wake up and
transmit while the receiver is asleep. Addressing this issue,
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MAC protocols in wireless sensor networks can be categorized
into synchronous MAC protocols and asynchronous MAC pro-
tocols. Asynchronous MAC protocols solve this problem by
using a long preamble to ensure that the receiver can get the
packet. This method is simple, effective and does not incur
any synchronization overhead. However, it suffers from a high
energy consumption burden at the transmit side which limits
its energy efficiency. To further save energy, especially in ultra-
low duty cycle applications, a different approach is needed for
MAC protocols in wireless sensor networks.


Synchronous methods attempt to address this need. Many
such methods for sensor networks have been proposed in the
literature. S-MAC [1], T-MAC [2], and SCP-MAC [3] all trans-
mit a SYNC packet to notify the neighbors of their schedule in
order to synchronize the clocks of all nodes in the network. This
synchronization method only compensates for clock offset and
does not consider clock drift, however. Thus it is not accurate,
especially in a low duty cycle situation where the cumulative
drift is significant. Dozer [4] is an ultra-low duty cycle MAC
protocol. It transmits a beacon to the receiving nodes. The
receiving nodes must wake up in advance of the beacon to
obtain the beacon and use this beacon to adjust local times.
DISSense [5], another ultra-low duty cycle MAC protocol,
piggybacks the timestamp on the data packet in order to keep
the receiving node synchronized. It also adds a guarding time
slot in front of the frame to alleviate the clock estimation error.
All synchronous methods discussed above can be characterized
as one-way methods. According to [6], the estimated cycles
in one-way methods are inevitably overstretched by a positive
offset due to the propagation delay. In addition, they also
do not address the clock drift issue. In Reference-Broadcast
synchronization [7], the sender broadcasts a reference message
to the receivers. The receivers, upon receiving the message,
record the arrival time of message by their own clocks, and
exchange this information among each other to compensate the
clock offset between them. The advantage of this method is
the elimination of the clock estimation offset caused by coding
delay and propagation delay. The disadvantage, however, is
that it does not consider the clock drifting effect, and has the
overhead of third party involvement. Ganeriwal et al. proposed
a time-sync protocol for sensor networks (TPSN) [8]. Their
protocol has two phases, level discovery and synchronization.
In the level discovery phase, all nodes in the network form
a hierarchical topology where all nodes synchronize with the
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root node. In the synchronization phase, a two-way message
is exchanged between each pair of nodes. The clock offset
and propagation errors are then calculated at the child node.
This method resolves the propagation delay error but does not
consider the clock drifting issues either. Miklos et al. proposed
a flooding time synchronization protocol (FTSN) in [9], where
they studied the uncertainties in radio message delivery. They
argued that there are many factors that are non-deterministic.
For example, the sending and receiving time is dependent on
the processor load. Radio access time is dependent on channel
contention, and propagation on distance. This can be regarded
as an additional virtual offset of the clocks, which can be mod-
eled as a random variable with small variance. In their design,
the sender transmits several probe messages periodically to the
receiver. The receiver uses a collection of the received messages
to calculate the offset including the virtual offsets, and clock
drifts by linear regression. This synchronous method resolves
both the offset and drifting issue, thus is more accurate than
previous methods. However, it is complicated and consumes
much more energy. Yadav et al. [10] applied FTSN in a cluster-
based sensor network. Instead of flooding the synchronization
message to neighbor nodes, the root node multicast the SYNC
message to selected cluster-heads. This method decreases the
number of flooding processes. Nevertheless, it still does not
resolve the complexity problem for the multiple-transmission
overhead of FTSN. Another group of work [11]–[16] on syn-
chronization is based on distributed consensus algorithms. The
basic idea of these work is to provide internal synchronization
without relying on a global clock. However, they still need
to exchange several packets to estimate the clock drift and
offset between neighbors. Thus they are also complicated and
expensive in terms of energy consumption.


In this paper, we present a low-complexity and effective
synchronous method that can be used in ultra-low duty
cycle synchronous MAC protocols with high synchronization
precision. All the methods discussed before are trying to modify
the offset (including virtual offset) and the drift of all clocks in
the network to be the same as the global clock. Differently from
those approaches, the new synchronous protocol does not mod-
ify the clocks in the network at all. Instead, they are synchro-
nized with their own clock. Since the periodic broadcast event
in the network is the same for all the detecting clocks, although
they have different measurement results for this period by their
own clock unit independently, they are able to interact with
each other at the same physical time. Without the complicated
estimation process, and without modifying the clock of a node,
our synchronization method is much simpler and thus much
energy-saving than the traditional synchronization method.
Also this synchronous method was adopted in an ultra-low duty
cycle communication protocol in our previous work [17], [18].
Experimental results show that the method is very effective and
applicable. Furthermore, we perform a theoretical analysis on
our proposed method, and give the closed-form mathematical
expression for the error limits of this method for both one-
hop and multi-hop scenario, mathematically showing the
effectiveness of our synchronization method. The estimation
errors of this method are only dependent on the clock difference
ratios in the network and the measurement noises. They are


independent of the parameters of this protocols. Thus this
synchronization method has a very high precision. According to
our test, it can easily provide 0.1% duty cycle synchronization
capability over 9 hops. Also we have verified the mathematical
expression against the real errors in the testbed. The results
demonstrate the correctness of our formulized synchronization
error.


The main contributions of this paper are:
1) A high-precision, low-complexity synchronous method is


presented.
2) A theoretical analysis of the error of this synchronous


method is conducted. The mathematical closed form of
the error of this synchronous method is formulated.


3) The correctness of the mathematical expression has been
verified by the experimental results.


The rest of paper was organized as follows. Section II pro-
vides the description of the synchronization method. Section III
presents the theoretical analysis of the proposed method. The
verification experiment is conducted in Section IV. Section V
makes a comparison between the idea of our synchronization
method and the idea of the traditional synchronization method.
Section VI presents our conclusion.


II. SYNCHRONIZATION METHOD FOR WSN


In our previous work [17], [18], we first presented an effec-
tive and low-complexity synchronization method for ultra-low
duty cycle MAC protocol. In this section, we introduce this
method in detail.


Our proposed MAC protocol for ultra-low duty cycle appli-
cations includes two phases, the cycle detection phase and the
synchronization maintenance phase.


A. The Cycle Detection Phase


The cycle detection phase is shown in Fig. 1 where the un-
synchronized node periodically wakes up to detect the beacons
of the synchronized node. The wake-up window size is slightly
wider than the interval between consecutive beacons in the
same frame. The interval time between each wake-up is slightly
less than the entire beacon frame of the synchronized node.
Therefore the unsynchronized node is able to detect the beacon
when it arrives. When the first beacon from the synchronized
node is detected, it records the time stamp Tl as the arrival time
of this beacon, and the associated beacon number Nl, contained
in the beacon message. It then goes to sleep for a period of
time shorter than the cycle T (approximately 5 minutes in
our example application). It continues to wake up periodically
until it detects the second beacon. When it receives the second
beacon in the second frame, it records the arrival time Tc of
the beacon and the corresponding beacon number Nc. After
that, it calculates its predicted cycle using its own clock by the
following equation.


ΔT = (Tc − Tl)− (Nc −Nl) ·Δt (1)


where Δt is the interval between two consecutive beacons
in the same frame. Assume the number of beacons for the
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Fig. 1. The cycle detection phase.


Fig. 2. The synchronization maintenance phase.


synchronized node is N, then the unsynchronized node is going
to wakeup at the time Tb.


Tb = ΔT +


(
N − 1


2
−N2


)
Δt (2)


B. The Synchronization Maintenance Phase


After the cycle detection phase completes the new node has
successfully established synchronization with its parent node,
at which point the synchronization maintenance phase begins.


The newly joined node calculates the cycle every time it
receives a new beacon.


This process is formulated as a pseudo iteration code as
follows:


if (receiving a new beacon) {
Tc, Nc is updated;


ΔT = (Tc − Tl)− (Nc −Nl) ·Δt;


Tb = ΔT +


(
N − 1


2
−Nc


)
Δt;


Tl = Tc;


Nl = Nc;


}


where Tc is the arrival time of the current beacon, Tl is the
arrival time of the last beacon. Nc is the beacon number of the
current beacon and Nl is the beacon number of the previously
received beacon.


III. MATHEMATICAL ANALYSIS OF THE


SYNCHRONIZATION METHOD


In this section, we present the mathematical analysis of
the proposed method. Before analyzing and evaluating this
synchronization method, we first model the clock measurement
of wireless sensor nodes. Let us assume that we are using
several clocks in the sensor nodes to measure the same time
length, then the amount of time measured by each node can be
described as follows,


Ti = clki + δi (3)


The measured numbers are different from each node due
to the different clock clki and measurement noise δi. We
have performed tests using Texas Instruments eZ430-RF2500
platform, which demonstrates the validity of this model.


In our tests, a hub node broadcasts its beacons every
80 seconds. Four nodes record the arrival time of the beacons
from the hub using their own clock. The timing resolution of
these four nodes was set at about 50 ms per unit. As Fig. 3
shows, the period of the beacon broadcasted by the hub was
interpreted differently by these four nodes in terms of the
mean and variance. As shown in Equation (3), the mean of the
interpreted measurement of node i is presented as clki, and the
corresponding jitter is assumed as a Gaussian random variable
δi with zero mean. The jitter is due to measurement precision
errors.


Next we deduce the mathematical expression of the behavior
of receiving beacon numbers of synchronized nodes. As Fig. 2
shows, Node 1 keeps pace with Node 0. Node 1 predicts
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Fig. 3. The clock differences.


the sending time of the middle Beacon 3 in the next frame,
according to Equation (2), Tb1 is


Tb1 = ΔT1 +


(
N − 1


2
−Nc1


)
·Δt1 (4)


where subscript 1 is the indicator of Node 1. Combining
Equation (4) with Equation (1), we have


Tb1 = (Tc1 − Tl1) +


(
Nl1 − 2Nc1 +


N


2


)
·Δt1 (5)


The actual sending time of the middle beacon in the next
frame of Node 0 is


Tb0 = ΔT0 +


(
N − 1


2
−Nc1


)
·Δt0 (6)


Combining Equation (6) with Equation (1), we have


Tb0 = (Tc0 − Tl0) +


(
Nl1 − 2Nc1 +


N


2


)
·Δt0 (7)


Then the receiving beacon number in one-hop case is


Nb1=
N


2
+ round


(
D1→0(Tb1)− Tb0


Δt0


)
+ round


(
δ0 + δ1
Δt0


)
(8)


Node 0 and Node 1 have the different clocks, so they are
needed to be translated into the same clock in order to subtract.
We use operator symbol D1→0 as a translation function that
converts the clock in Node 1 to the clock in Node 0. In addition,
δ0 and δ1 are account for the cycle measurement noise for
clocks in Node 0 and Node 1, respectively.


Suppose the propagation latency and coding latency for the
beacon transmission between two consecutive frames are the
same. The interval between beacon Nc and Nl in Node 0 is
the same as the interval between Tc1 and Tl1in Node 1, meaning
D1→0(Tc1 − Tl1) = Tc0 − Tl0. Combining Equation (8) with
Equation (5) and Equation (7), we can obtain


Nb1 =
N


2
+ round


((
Nl1 − 2Nc1 +


N − 1


2


)


·D1→0(Δt1)−Δt0
Δt0


+
δ0 + δ1
Δt0


)
=


N


2
+ round


((
Nl1 − 2Nc1 +


N − 1


2


)
·ρ1→0 ·Δt1 −Δt0


Δt0
+


δ0 + δ1
Δt0


)
=


N


2
+ round


((
Nl1 − 2Nc1 +


N − 1


2


)
· (ρ1→0 − 1) +


δ0 + δ1
Δt0


)
(9)


where ρ1→0 s the clock difference ratio between the clock in
Node 0 and the clock in Node 1. Assume the beacon number is
a static random process. Thus Nb1, Nl1 and Nc1 have the same
mean and the same variance. According to our tests, 1− ρ1→0


is in the order of 1/100, thus the first part in the round function
is in the 1/100 order of the left side of the equation. To simplify
Equation (9), we can ignore the first part in the round function.
Nb1 is further deduced as follows


Nb1 ≈ N


2
+ round


(
δ0 + δ1
Δt0


)
(10)


Futhermore, beacon sequences in the multi-hops case can be
formulated as


Nbn ≈ N


2
+ round


(
n∑


i=0


(
δi
Δt0


))
(11)


Assume δ0 = δ1 = δ2 = · · · = δn = δ and Δt0 = Δt. Then
we can simplify Equation (11) as follows.


Nbn ≈ N


2
+ round


(
(n+ 1)δ


Δt


)
(12)


Now we deduce the cycle detection errors for the syn-
chronous method. According to Equation (1), the estimated
cycle by Node 1 is ΔT1 = Tc1 − Tl1 + (Nc0 −Nl0)Δt1. How-
ever, the actual cycle of Node 0 is ΔT0 = Tc0 − Tl0 + (Nc0 −
Nl0)Δt0. Also we suppose the propagation latency and coding
latency for the beacon transmission between two consecutive
frames are the same. Considering the measurement noise, the
one-hop cycle detection error can thus be formulated as the
following equation.


ζ1 = (Nl0 −Nc0) · (D1→0(Δt1)−Δt0) + δ0 + δ1 (13)


According to Equation (11), the beacon number in the
static stage is the rounded sum of Gaussian noises. Therefore,
Equation (13) can be further derived as


ζ1 =


(
round


(
2δ0 + 2δ1


Δt0


)
· (D1→0(Δt1)−Δt0) + δ0 + δ1


(14)


In the multi-hop case, the cycle detection error is simply the
sum of cycle detection errors over all hops. In order to add up
all the single-hop errors, the clock interval should be translated
into a unified clock before addition. We translate all the clocks
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Fig. 4. The eZ430-RF2500 platform.


measurement into the clock of Node 0. Then the total cycle
detection error on all hops is


ζn =


n∑
i=1


⎛⎝round


⎛⎝ 2


Δt


i∑
j=0


δj


⎞⎠
· (Di→0(Δt)−Di−1→0(Δt))


⎞⎠+


n∑
i=0


δi


=
n∑


i=1


⎛⎝round


⎛⎝ 2


Δt


i∑
j=0


δj


⎞⎠
·Δt ·


(
ρi→0 − ρ(i−1)→0


)⎞⎠+
n∑


i=0


δi


=


n∑
i=1


⎛⎝round


⎛⎝2


i∑
j=0


δj


⎞⎠
·
(
ρi→0 − ρ(i−1)→0


)⎞⎠+


n∑
i=0


δi (15)


where ρi→0 is the ratio between Clock i and Clock 0. To further
simplify the Equation (15), we assume δ0 = δ1 = δ2 = · · · =
δn = δ. Then we have


ζn =


n∑
i=1


(
round (2(i+ 1)δ) ·


(
ρi→0−ρ(i−1)→0


))
+ (n+ 1)δ


(16)


IV. EXPERIMENTAL RESULTS


In order to verify the formulated cycle error derived in
the previous section we conducted experimental tests and
compared the theoretical formulation against the experimental
results.


In the experimental tests, the eZ430-RF2500 platform
(Fig. 4) was chosen for our wireless nodes. In each node, a
timer is set as the local clock with a precision of about 50
milliseconds, corresponding to the clocks tick rate.


Our presented synchronous protocol is implemented in each
node. The nodes are synchronized one after another, forming a
chain topology as shown in Fig. 5.


Fig. 5. The chain topology.


Fig. 6. The clock difference calculation method.


We use the following method to collect the clock differences
automatically. Considering the example in Fig. 6, Node 0
broadcasts its beacon periodically once every 100 clock units
of Clock 0. The sending time of the beacons from Node 0 is
recorded as s00, s10 and s20. Node 1 synchronized with Node
0 records the receiving times of the beacons sent by Node 0,
which are r01, r11 and r21. Node 1 also sends its own beacons
with a constant delay according to the times for receiving the
beacons of Node 0, and records the sending time s01, s11 and
s21. Similarly, Node 2 records the times for receiving beacons
from Node 1 as r02, r12 and r22. Using this method, we can
automatically collect the clock differences between adjacent
nodes at each cycle time. The clock difference ratio between
Node 0 and Node 1 in Cycle i can be calculated by the following
equation.


ρ1→0(i) =
si0 − s(i−1)0


ri1 − r(i−1)1
(17)


Similarly, the clock difference between Node 1 and Node 2
in Cycle i can be calculated by Equation (18),


ρ2→1(i) =
si1 − s(i−1)1


ri2 − r(i−1)2
(18)


Combining Equation (17) and Equation (18), we can have the
clock difference ratio between Node 0 and Node 2.


ρ2→0(i) = ρ2→1(i) · ρ1→0(i) (19)


In our experiments, this method is adopted for the clock
difference collection.


The cycle measurement noise is modeled as Gaussian noise
with zero mean. Its variance can be calculated by Equation (12)
using the collected received beacon numbers.


In the synchronous method, each node predicts the next cycle
by using Equation (1). Therefore, the actual cycle error is


εn = ρn→0 ·ΔTn −ΔT0 (20)
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Fig. 7. The comparison between tested and theoretical variances.


Fig. 8. The comparison between tested and theoretical means.


where ρn→0 is the ratio between clock Clock N to clock
Clock 0, and ΔTn is the estimated cycle time by the syn-
chronous method. We compared the theoretical cycle estima-
tion error (16) with actual cycle estimation error (20) in terms
of the variance and mean in different hops, which are shown in
Figs. 7 and 8, respectively. Our proposed synchronous method
has zero zero-mean cycle estimation error no matter how many
hops it has. The variance of cycle estimation error from the
theoretical analysis equation result matches very well with the
test results.


Our mathematical equation provides an easier way for de-
signers to evaluate our synchronization method without im-
plementing it. How many hops a synchronization method can
support is an important concerning factor in applications of
wireless sensor network. According to our theoretical equation,
the synchronization error is increasing as the number of hops
increases. By using the theoretical equation, we can easily
calculate the synchronization error in particular number of hops
without implementing the whole synchronization method in the
actual sensor node. By comparing this synchronization error
with the maximal tolerance error of their application, designers


Fig. 9. The scheme of estimating the relative skew between node i and node j.


Fig. 10. The idea of the traditional synchronization method.


can predict the maximal number of hops that our synchroniza-
tion method can provide for their applications. Thus it will save
their time to determine whether our synchronization method is
suitable for their applications.


V. DISCUSSION


The main idea of the traditional synchronization method in
WSN is to modify the clock of each node according to both
the skew difference and the offset difference between its own
clock and a virtual clock [13], [19]. The most important part
of this modification is the skew modification. In this section,
we discuss the relationship between the idea of traditional
synchronization method and the idea of our synchronization
method, and make a comparison.


In the traditional synchronization method, which is shown in
Fig. 9, Node j tries to estimate the relative skews ρij between
Node j and Node i. Node i stores its local time τi(t1) in a
broadcast packet and then sends it out. Node j receives it and
immediately records its own local time τj(t1). Similarly, Node j
also receives another packet with Node i ’s local time τi(t2)
and records its own local time τj(t1). Without considering the
measurement error, the relative skew ρij can be calculated by
the following equation.


ρij =
τi(t2)− τi(t1)


τj(t2)− τj(t1)
(21)


In the traditional synchronization method, the skew of node’
clock is changed to the skew of a virtual clock, as illustrated
in Fig. 10.


Let the relative skew between Node 2 and the virtual node
be ρv2, the relative skew between Node 3 and Node 2 be ρ23.
Node 3 firstly calculates ρ23 by using Equation (21). Node 3
then requests ρv2 from Node 2 by sending a request packet.
Then Node 2 sends back ρv2. After obtaining both ρv2 and ρ23,
Node 3 calculates its relative skew with respect to the Node v
by the following equation,


ρv3 = ρv2ρ23 (22)
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Fig. 11. The idea of our synchronization method.


Then the skew of node 3 is changed to the skew of the virtual
node by multiplying its own skew with ρv3. Similarly, Node 2
and Node 1 follow the same procedure to modify their own
skew to the skew of Node v. As we can see, the estimation of
the traditional synchronization method is based on the serial
skew estimation. For example, the relative skew of Node 3 with
respect to Node v is


ρv3 = ρv1ρ12ρ23 (23)


Different from the traditional synchronization method, our
method does not modify the skew of a node. As Fig. 11 shows,
Node v periodically broadcast its packet with the interval Tv ,
Node 1 calculates this interval by its own clock according to the
two consecutive received packets from Node V. Let us denote
the interval calculated by Node 1 be T1. Similarly, Node 1
periodically broadcasts its packets with the interval T1 on its
own clock. Node 2 calculates this interval by its own clock. Let
this interval be T2. The same process is continued with Node 3.
Let the broadcast period of Node 2 calculated by Node 3 be T3.


As we can see from this process, every node measures the
same interval by its own clock. Then the relative skew between
Node 3 and Node v simply is


ρ̃v3 =
Tv


T3
(24)


In our synchronization method, Tv is predefined before the
network setup, thus it is a known constant for each node. As
long as the interval T3 is calculated, the relative skew between
Node 3 and virtual node can be obtained by Equation (24).
Without requesting the relative skew of a neighbor node with
respect to the virtual node, and without modifying the skew of
its own clock, the steps of our method is less than that of the
traditional synchronization method. Thus our synchronization
is more energy saving than the traditional synchronization
method, which is the major concern for applications in wireless
sensor network.


Also if we assume there is no measurement error in the
network, it is not hard to prove that ρ̃v3 in Equation (24) is
actually equal to ρv3 in Equation (23). Therefore, theoretically
they have the same result.


To sum up, our method has the same estimated result with
the traditional synchronization method when there is no mea-
surement error, but has much lower complexity. Thus it is more
energy saving than the traditional synchronization method.
We believe this attribute will make our synchronization method
more favorable in the applications of energy constrained
wireless sensor network than the traditional synchronization
method.


VI. CONCLUSION


Synchronous methods for time synchronization and MAC
access are very important for wireless sensor networks to
coordinate the nodes to communicate while maximizing energy
efficiency. In this paper we have presented a low-complexity
and high-precision synchronous method that is highly applica-
ble for ultra-low duty cycle MAC protocols in sensor networks.
Differently from other synchronous methods, it does not modify
the clocks in nodes into a unified clock by estimating the offset
and the skew. It makes use of two consecutive transmission
events to synchronize the sender and receiver. Theoretically, our
method has the same estimated accuracy with the traditional
synchronization method when the measurement error does not
exist. However, without requesting the neighbor’s estimated
skew with respect to the virtual node, and modifying the clock,
our method is simpler than the traditional synchronization
method. Thus it is more energy-saving than the traditional
synchronization method. We believe that this advantage makes
our synchronization method more favorable in energy con-
strained wireless sensor network applications than the tradi-
tional synchronization method.


Furthermore the theoretical analysis of this synchronous
method is performed. The closed form of the mathematical
expression of the error of the synchronous method was derived
and presented. The theoretical errors are only dependent on the
clock difference ratios and the cycle measurement noises. Also,
the correctness of the theoretical expression has been verified
using experimental test results.
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