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#### Abstract

There has been lack of an efficient design and evaluation method for the multistage star switching (MSSS) architecture in which the ports' rates of each switching element (SE) are unequal. Thus, we identify and propose a special MSSS (SMSSS) model for the first time, where all special SEs, known as basic switching modules (BSMs), are connected hierarchically into a tree profile. Unlike the existing investigations, each BSM in this model is characterized by one highrate port and several low-rate ports. This study focuses on the analysis, design and optimization of the SMSSS model. Moreover, we propose a novel BSM cost model which relates to its flux factor considered rarely in existing studies. Two examples are demonstrated to obtain the optimal structure parameters of the SMSSS system with a minimum overall cost. The comparison of the proposed SMSSS with similar fat tree structures indicates its relative advantages.
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## I. Introduction

### 1.1 Background

Multistage interconnection networks (MINs) have been used widely in many fields, such as traditional electronic and/or optical switching equipment, multiprocessors system, Network on Chip (NoC). The investigations on MINs can be classified into four aspects of topology, routing algorithm, performance evaluation and optimal network architecture design [1-4]. Many researches on MINs have been conducted [5-10], mainly focusing on constructing medium- and large-sized switching fabrics by interconnecting many switching elements (SEs). There has been increasing attention to the multicast [8] and/or prioritized [9] services on MINs. As a subcategory of MINs, the structure of the multi-stage star switching (MSSS) or starlike tree (also known as fat-tree (FT) in Refs. [10,11]) has the feature that the number of SEs located at each stage decreases monotonically while the speed of SEs at each stage increases as the sequence number of each stage increases.

In the application of SEs, Synchronous Digital Hierarchy (SDH) and Ethernet are the most important techniques used widely

This study focuses on the analysis, design and optimization of the special multistage star switching model. Moreover, we propose a novel basic switching module cost model which relates to its flux factor considered rarely in existing studies.
in the broadband networking of star, mesh, ring, etc. Both techniques have such an important feature that the speeds of the adjacent rate-level interfaces increase geometrically. For example, the bit rates of SDH and Ethernet are synchronous transmission module- $n$ (STM- $n, n=1,4,16,64,256$ ) and asynchronous $x \mathrm{G}(x=0.1,1,10,100$, Gigabit). Therefore, the resulting rate ratios of a level to its adjacent lower level are 4 and 10, respectively. So, it is this feature that satisfies the needs for various bandwidth granularities, thus making the MSSS structure very suitable for networking the SDH- or Ethernet-based equipment.

A special SDH or Ethernet multiplexing and switching equipment used widely in access or edge networks is usually characterized by one high-rate port and several low-rate ports. To easily describe and distinguish this special equipment from traditional SEs, we hereafter refer to the equipment of this kind as the basic switching module (BSM). As two typical examples of a BSM, one SDH Add-and-Drop Multiplexer (ADM) could have one STM-4 port and four STM-1 ports, while an Ethernet switch could have one 10GE port and 16 GE ports. Therefore, the assumption that all ports have an equal rate in Refs. [10,12] is largely different from the practical equipment employed, and degrades the values of the studies made.

Practically, such switching equipments with SDH and Ethernet ports at different rates have been used to form the networking structures stated above. Because of the needs of various bandwidth granularities in different staged (core, convergence, and access) networks and multiplexing several low-rate data services onto a high-rate one, we define the MSSS consisting of BSMs as the special multistage star switching (SMSSS), which is one of the most important networking structures and has been extensively employed in practical SDH and Ethernet networking, especially in access networks.

If the number of ports or users is assigned, we need to find the parameters that specify the SMSSS system with a minimum overall
cost, i.e., three numbers of stages, BSMs at each stage and low-rate ports of a BSM. Constructing the SMSSS system with a minimum overall cost remains a bit complex since the overall cost of the system studied is closely related to some factors [4,12], such as the cost of each BSM and total number of BSMs. We propose a BSM cost model which relies not only on the number of a BSM, but also on the flux passing through it. Especially, this flux factor was rarely included.

To make the flux-based BSM cost model feasible, we propose a new model describing the SMSSS based system in which many BSMs are interconnected hierarchically into a tree-shape (detailed in Section II), and analyze the flux of each BSM. This effort makes our model closer to the practical one compared with existing studies.

Note that it is understandable for us to use a logical tree structure describing the network in which its BSMs are geographically located with the star or tree.

### 1.2 Related work

The FT-based topology was proposed in Ref. [13] as $k$-ary tree, in which the rate of an upward port of an SE at each stage is much faster than that of a downward port, and the port rate of each SE becomes greater when it approaches the root.

The extended generalized fat tree (XGFT), denoted by $X G F T\left(h ; m_{1}, \ldots, m_{h} ; w_{1}, \ldots w_{h}\right)$, was proposed in Ref. [10], where $h$ is the height, and $m_{1}$ and $w_{1}$ are the numbers of the upward and downward ports of an SE at stage $i$, respectively. Many usual MINs belong to the special case of XGFT, such as $[10,12,14,15] k$ ary $n$-tree and its slimmed variants.

In the structure aspect, a topology based on the $k$-ary $n$-tree [14] has the advantages of the low latency, high bandwidth and high connectivity interconnecting end users like multiprocessors. To reduce the cost of such a network topology, Ref. [12] proposed the network based on the slimmed tree, $k: k^{\prime}$-ary $n$-thin-tree, where $k$ and $k^{\prime}$ denote the numbers of downward- and upward-port. The number
of upward-port is reduced by setting $k^{\prime}<k$ instead of $k^{\prime}=k$ in the $k$-ary $n$-tree. Note that the topology of both networks is regular. If we let $k^{\prime}=1$, increase the rate of an upward-port for guaranteeing the required bandwidth to avoid the congestion appearance, and use an irregular topology to construct a switching system, it is feasible that the cost of a switching system could be reduced further.

We could regard the SMSSS model as the special case of XGFT, $\operatorname{XGFT}\left(h ; m_{1}, \ldots, m_{h}\right.$; $1, \ldots, 1,0$ ), since its BSM (except one at the highest stage) has one father node and different numbers of children nodes at different stages. Ref. [10] also addressed the topological properties of XGFT in detail. However, it did not deal with practical applications. Particularly, Refs. [4,10-12] assumed that all ports of each SE have the equal rate, which is significantly different from some application scenarios and the proposed SMSSS.

As we mentioned above, the overall cost of a switching system depends on many factors, usually including the costs of nodes, links, installation, and even maintenance [12]. It is dominated by the first factor and affected slightly by the last two factors whose contributions to the costs rely largely on application scenarios and are hard to decide. Therefore, these two factors are thus omitted usually. In a large portion of existing studies, the overall cost includes only one factor, e.g., minimizing the total number of SEs [6]. An exception [4] is that the overall cost was related to the factors of node and link, and expressed as $a x^{2}+$ $b x+c$, where $x$ denotes the number of ports in an SE. However, determining such coefficients is complicated and the link length is also neglected. In Ref. [12], the SE's cost was assumed to be one term of $a x^{2}, b x$, or $c$.

Our overall cost just concerns the cost of each node or BSM, which has the forms of $b x+c$ and $a x^{2}+b x+c$ for SDH and Ethernet switching (described in Section IV), respectively. We know that the number of ports of a BSM equals exactly the number of links of an SE. The link cost uncertainty in Ref. [4] is avoided in our model since the cable or fiber
in China is quite cheap (just one yuan RMB per meter). Moreover, the costs of electrical cable connectors and optical transceivers are regarded to be in the cost of a BSM. Therefore, it is comparatively easy to determine the parameters of our BSM cost model.

Existing literature including Refs. [4,13] usually assumes that all ports of each SE have the same rate and thus the equal cost. This is quite impractical for the equipment with unequal port rates, e.g., for an ADM with one STM-4 port and four STM-1 ports, the cost of a high-rate port is significantly larger than that of a low-rate port. More importantly, a key factor neglected in Refs. [4,7,12] is that the cost of a switch has no relation to its throughput or port speed. For example, an 8-port Gigabit Ethernet switch may cost three times as much as one with 8 -port 100 M .

The criterions, which uniquely determine the optimal switching structure of the SMSSS or other fat-tree networks, usually include the number of switching modules, average number of links (or hops) sending packets from source to destination, bisection bandwidth and delay $[4,10]$. The defection of performance evaluations with one single criterion is obvious, for each one just represents one single character of an evaluated switching structure, e.g., the bisection bandwidth concerns mainly reliability.

There is an improved criterion in Ref. [10] whose cost of a network is characterized by the product of its diameter and degree, $d \cdot \delta$. Here, the diameter $d$ of a network is the maximum hops among all node pairs, while the degree $\delta$ of an SE is the number of ports. Since each SE's $\delta$ is unequal in an irregular network like SMSSS, we see that it is relatively fair to use $\bar{d}$ and $\bar{\delta}$, which are the averaged $d$ (i.e., the number of hops) and the averaged $\delta$, respectively.

Based on the discussion above, the main contributions of this paper are as follows:

1) Through derivation from the applications scenarios that are used widely, we identify the SMSSS model for the first time, in which a BSM has one high-rate port and several
low-rate ports, i.e., the unequal port rates. Particularly, both the number of ports in each BSM and the number of BSMs may change at each stage in the SMSSS based system, which could optimally meet different requirements. However, such numbers were assumed to be fixed in previous studies as in Refs. [4,12]. To the best of our knowledge, the proposed SMSSS is so far the most accurate representation of the practical networks used widely, in particular, in access networks.
2) We propose the BSM cost model, which includes its flux or throughput as one factor, and is relatively simple and easy to decide while remaining essentially similar to Ref. [4].
3) The average diameter $\bar{d}$ and degree $\bar{\delta}$ are defined, and then $\bar{d} \cdot \bar{\delta}$, instead of $d \cdot \delta$ in Ref. [10], is used to evaluate the performance of a network, making the comparison relatively fair.

The remainder of this paper is organized as follows. Section II introduces the construction and packet switching procedure of the SMSSS model. In Section III, we make an analysis of the fluxes passing through BSMs at each stage, study the overall cost function and propose an optimization algorithm. In Section IV, we give the numerical calculation methods and optimization results via two examples. Section V compares the SMSSS with other models having similar structures and makes the multi-metric comparison.

## II. Model and Switching Procedure

In this section, we first introduce the relevant switching architectures which are intercon-


Fig. 1 Comparison of $a$ BSM and an SE.
nected by BSMs and traditional SEs. We then define some parameters to describe the SMSSS model and show how to construct the SMSSS based system using BSMs in algorithm 1. We present algorithm 2 to find the root of a resulting subtree in the SMSSS. Based on algorithm 2, we discuss the packet switching by using algorithm 3.

### 2.1 BSM and networking

As shown in Figure 1, a BSM has one upward port whose rate is much larger than that of each downward port. However, the rates of the upward and downward ports of a traditional SE in Refs. [10,14] were assumed to be just the same, and the number of upward ports ( $n^{u w}$ $>1$ ) used for SEs interconnection was usually equal to the number of downward ports $\left(n^{u m}\right)$.

Suppose we are to construct a switching system with 256 ports. Figure 2 through Figure 4 present three examples in which the network structures are based on SMSSS, butterfly fat tree (BFT) [12] and Clos [16], respectively. For all three figures, we choose that the number of user ports of a BSM or an SE in the first stage equals 32 or 16 . This is due to the fact that the quasi-optimal number of a single SE is 16 through 32 in Ref. [6]. Therefore, we do not consider an impractical single switch with 256 ports.

Similar to Figure 2, the rate of an upward port of each SE in Figure 3 is greater than that of a downward port. However, BFT networks like Figure 3 usually belong to regular networks. The function of each SE in Figure 3 may be the same as that of each BSM in Figure 2, while the numbers of downward ports of the BSMs at different stages could be changed to accommodate the diversified scenarios.

We note from Figure 3 that, if the number of SEs at stage 2 is reduced from 4 to 2 and the rate of each upward link is doubled, which still meets the required bandwidth of different SEs in the first stage, the BFT network could be slimmed further.

In Figure 2 and Figure 3, a packet needs to be switched only once or three times according to whether the source and destination
ports belong to the same BSM/SE at the first stage or not. However, we always need to perform switching three times in Figure 4 for any source and destination pair.

We can see that Figure 2 needs only one BSM at stage 2 while Figure 3 needs four or two SEs. Comparing these two figures, we find that the number of interconnection links is also reduced from 64 (or 32) to 4 with little loss of reliability (see more comparisons in Section V), thus reducing cost significantly in Figure 2.

### 2.2 Model construction

Derived from the hierarchical tree switching architecture used widely in the practical networks, the proposed SMSSS model is presented in Figure 5, in which many BSMs, represented by solid-line rectangles, are orderly connected together from the lowest stage 1 to the highest stage $N$. There are two types of nodes, leaf and non-leaf, corresponding to users and BSMs, respectively. Let $\operatorname{SMSSS}\left(k, X_{k}, Q_{k}\right)\{k=1,2, \ldots, N\}$ denote the SMSSS structure, where $k$ represents the sequence number of a stage, $X_{k}$ is the number of BSMs at stage $k$, and $Q_{k}$ denotes the number of low-rate ports of each BSM at stage $k$. Besides, $N$ is the maximum number of stages.

Let $\operatorname{BSM}(k, m)$ be each $m$-th BSM located at stage $k$. Each $B S M(k, m)$ has $\left(Q_{k}+1\right)$ ports, where the $Q_{k}$ low-rate ones with the same rate and the single high-rate one are on the down- and up-side of each BSM, respectively. However, a BSM at the highest stage, the $N$-th stage, has only $Q_{N}$ low-rate ports.

Given the relevant parameters to be addressed in Section IV with two examples, $Q_{\mathrm{k}}(k=1,2, \ldots, N)$ and $N$, it is not hard to use BSMs to construct the SMSSS model in Figure 5. Note that we do not need $X_{k}$ since it can be derived from $Q_{k}$ shown in Eq. (1). Alg. 1 presents the diagram of this process which is referred to as the recursive construction in Ref. [10]. We see that $X_{k}$ decreases gradually to $X_{N}=1$ as $k(\leq N)$ increases, forming the multistage star topology.

From the leftmost side, every $Q_{k+1}$ BSMs


Fig. 2 SMSSS network.


Fig. 3 BFT and slimmed FT networks.


Fig. 4 Clos network (bidirectional links).
which are at the $k$-th stage and connected to the same BSM at stage $k+1$ constitute a cluster, including those BSMs inside the dashedline rectangles filled with gray in Figure 5. For example, the cluster 1 consists of $Q_{2} \mathrm{BSMs}$ starting from the leftmost side of the first stage, and all such BSMs from $\operatorname{BSM}(1,1)$ to $\operatorname{BSM}\left(1, Q_{2}\right)$ are regarded as the attachments of $B S M(2,1)$.

## Algorithm 1: Construct the SMSSS Model (CSM)

## Steps:

1 Place one BSM with $Q_{N}$ low-rate ports.
2 for $k=\mathrm{N}-1$ to 1 do
3 Put $X_{k}\left(=\prod_{i=k+1}^{N} Q_{i}\right)$ BSMs in the $k$-th stage with each BSM having $Q_{k}$ low-rate ports.
4 For all BSMs in the $k$-th stage and from the leftmost position, we orderly connect the high-rate port of each BSM in the $k$-th stage to each low-rate port of the relevant BSMs at stage $k+1$.

## 5 end for

### 2.3 Switching procedure

To prevent the switching resource from being wasted, the reasonable precondition is that, for
any specific source-destination users pair, the switching should be performed at a BSM with the stage as low as possible, and thus there is only one fixed path for a packet transferred within this pair. Attention should be paid that, on the basis of the precondition mentioned and the statement in Subsection 2.1, it is impossible to use unidirectional links in Figure 5. Assuming there is an uniform traffic distribution among all users, we conclude that, as the fat tree [10] implied, the higher stage a BSM is located at, the higher the speed of its low-rate port will be.

For the easy description, let us number all low-rate ports at stage $k(=1, \ldots, N)$ from the


Fig. 5 Structure of the $\operatorname{SMSSS}\left(k, X_{k}, Q_{k}\right)$ model.
leftmost side as $\left(0,1, \ldots, Q_{k}-1 ; Q_{k}, \ldots, 2 Q_{k}-1\right.$; $\ldots, \prod_{i=k}^{N} Q_{i}-1$ ). Note that, as shown in the downside of Figure 5, such numbers represent the sequence numbers of all leaves (users) if $k=1$. For any $i, j(\neq i) \in\left[0, \prod_{i=1}^{N} Q_{i}-1\right]$, let $p(i, j)$ denote a constant-length packet with an input from any low-rate port of a BSM in stage 1, with the source $i$ and destination $j$.

Definition 1: $\operatorname{Subtree}_{\text {Min }}(i, j)$ is such a subtree generated from $\operatorname{SMSSS}\left(k, X_{\mathrm{k}}, Q_{\mathrm{k}}\right)$ with the root of $\operatorname{BSM}(m, n)$, which has the least possible stage sequence number $m$ (or the lowest possible height). Besides, its attached BSMs from stage $m-1$ down to stage 1 exactly include the leaves $i$ and $j$, i.e., $\operatorname{BSM}(m, n)$ is the root of the resulting subtree with $i$ and $j$ as the leaves.

Alg. 2 presents the procedure to find the root of such a resulting subtree including the leaves $i$ and $j$. We find Subtree $_{\text {Min }}(i, j)$ and $B S M(m, n)$ for any given packet $p(i, j)$, and then the model in Figure 5 works as follows. Suppose that a constant-length packet $p(i, j)$ is fed from leaf $i$ and needs to output leaf $j$, and then Alg. 3 gives the procedure to perform its switching. For example, for the rectangular area filled with diagonal lines shown in Figure 5, we see that, when $i$ and $j$ are attached to the BSMs of this area, the switching will take place at the highest possible stage 3,2 or 1 , respectively. We can also find that the output to the high-rate port of a BSM in the upward direction is marked by the dotted-line with a triangular arrow, while the output from the lowrate port of a BSM in the downward direction is marked by the dashed-line with a small arrow. A transitional packet entering from any low-rate port of the highest staged BSM must be output to one of the remaining ports, since this BSM has no high-rate port.

We can see that, for a packet $p(i, j)$, there is a unique path in either the down to up direction or the up to down direction. The alternative to steps 5 and 6 of Alg. 3 is to run Alg. 2 for the leaves $(j, i)$ pair, to record the path from down to up. We then use this path information

```
Algorithm 2: Search the Root of a Resulting Subtree (SRRS) for leaves \((i, j)\) pair
Input: \(\quad N, Q_{k}(k=1 \sim N)\), leaves \((i, j)\) pair
Output: the smallest possible BSMs stage sequence number \(m\)
Steps:
\(1 \quad k_{1}=\left\lfloor i / Q_{1}\right\rfloor+1, k_{2}=\left\lfloor j / Q_{1}\right\rfloor+1\); Calculate the sequence numbers of BSMs to
    which the leaves \(i\) and \(j\) are attached, where \(\lfloor x\rfloor\) equals the greatest integer not
    larger than \(x\).
    for \(m=1\) to N do
        if \(k_{1}=k_{2}\), go to 7 .
        \(m=m+1\).
        \(k_{1}=\left\lfloor k_{1} / Q_{m}\right\rfloor+1, k_{2}=\left\lfloor k_{2} / Q_{m}\right\rfloor+1\); Similar to Step 1, but at stage \(m\).
    end for
    return m (transfer it to algorithm 3)
```

```
Algorithm 3: Switching of a Packet \(p(i, j)\)
Steps:
    Find Subtree Min \((i, j)\) by using Alg. 2 .
    if \(m=1\), perform the switching only at stage 1 , go to 8 .
    else for \(k=1\) to \(m-1\) do
    Output this packet to the high-rate port of each BSM at stage \(k\).
        end for
    for \(k=m\) to 1 do
    This packet in BSM at stage \(k\) is transmitted all the way down to the first staged
    BSM, which includes the port \(j\) of the destination.
    end for
    Output this packet to port \(j\).
```

in Alg. 3 in the reverse direction, i.e., from up to down.

## III. Model Analysis And Optimization

Since the flux or throughput of each BSM is one of the important factors affecting its cost, we study the flux of a BSM, providing the basis of optimization. We also discuss the overall switching cost of the SMSSS system, and the factors affecting the cost of a BSM. An optimization algorithm is proposed to search the three numbers describing the optimal structure of the SMSSS system designed.

### 3.1 Model flux analysis

### 3.1.1 Flux of a high-rate port

From Figure 5, we know $X_{N}=1$ and have

$$
\begin{equation*}
X_{i}=Q_{i+1} X_{i+1}(i=N-1, \ldots, 2,1,0) \tag{1}
\end{equation*}
$$

Note that $X_{0}$ here represents total number of ports (TNP) or all low-rate ports at the first stage.

Assume that the traffic input and output of users happen only at the leaf nodes, and that the input flux of every port of all BSMs at stage 1 equals one. The input flux is randomly switched to one of all (or other) ports of BSMs at the same stage in the uniform distribution. Let $f_{i}^{h, u p}(i=1,2, \ldots, N)$ denote the upward output flux of each high-rate port in every BSM at the $i$-th stage, and then we have $f_{1}^{h, u p}=\left(X_{1} Q_{1}-Q_{1}\right) Q_{1} /\left(X_{1} Q_{1}-\xi_{1}\right)$. Here, the parameter $\zeta_{1}=1$ or 0 means that the destination port is exclusively or inclusively involved in the input port itself. The term $\left(X_{1} Q_{1}-\xi_{1}\right)$ represents the number of all possible destination ports at stage 1 , and ( $X_{1} Q_{1}-Q_{1}$ ) is the number of all ports at stage 1 subtracting $Q_{1}$ ports of the BSM to which a packet is fed. By the analogy of $f_{1}^{\text {hup }}$, we have
$f_{i}^{h, u p}=\prod_{j=1}^{i}\left(X_{j}-1\right) Q_{j}^{2} /\left(X_{j} Q_{j}-\xi_{j}\right)(i \leq \mathrm{N}-1)$
There is no high-rate port for a top BSM, and thus $f_{s}^{h, u p}=0$.

### 3.1.2 Flux of low-rate ports

Let $f_{i}^{I, \text { down }}(i=1,2, \ldots, N)$ denote the total downward output flux of all low-rate ports of every BSM at stage $i$. There is no high-rate port for a top BSM, so the total input flux from all its low-rate ports must equal the total output flux from these ports after switching. Since the number of a BSM's ports, $Q_{i}$, is just the same for each of all BSMs at stage ( $i \leq \mathrm{N}-1$ ), and the input traffic from each port at stage 1 is uniformly assigned to all low-rate ports at the same stage, so that the total input flux from all low-rate ports of the single BSM at stage $N$ is equally divided among all its low-rate ports, we have

$$
\begin{equation*}
f_{N}^{l, \text { down }}=f_{N-1}^{h, u p} Q_{N} \tag{3.1}
\end{equation*}
$$

As shown in $\operatorname{BSM}(1,3)$ and $\operatorname{BSM}(1,8)$ of Figure 2, there are two types of the source fluxes which generate the downward flux in each low-rate port of a BSM at stage ( $i \leq$
$\mathrm{N}-1$ ). In each BSM at stage ( $\mathrm{N}-1$ ) shown in Figure 5, the first portion coming from the high-rate port of a BSM is equally distributed among all its low-rate ports. Thus the first portion equals $f_{N-1}^{h, u p} / Q_{N-1}$. The second portion, which is the output of the fluxes from all low-rate ports of a BSM, is just equally distributed among all low-rate ports of the $\mathrm{BSM}, \quad f_{N-2}^{n, u p}\left(Q_{N-1}-\xi_{N-1}\right) /\left(X_{N-1} Q_{N-1}-\xi_{N-1}\right)$. By adding two such portions and noticing $f_{N-1}^{h, \text { up }}=f_{N-2}^{h, \text { upp }} \frac{\left(X_{N-1}-1\right) Q_{N-1}^{2}}{X_{N-1} Q_{N-1}-\xi_{N-1}}$ from Eq. (2), the total (downward) output flux from all low-rate ports of a BSM at stage $(\mathrm{N}-1)$ is
$f_{N-1}^{l, d o w n}=Q_{N-1}\left[\frac{f_{N-1}^{h, u p}}{Q_{N-1}}+\frac{f_{N-2}^{h, u p}\left(Q_{N-1}-\xi_{N-1}\right)}{X_{N-1} Q_{N-1}-\xi_{N-1}}\right]$
$=f_{N-2}^{h, u p} Q_{N-1}\left[\frac{X_{N-1} Q_{N-1}-Q_{N-1}}{X_{N-1} Q_{N-1}-\xi_{N-1}}+\frac{Q_{N-1}-\xi_{N-1}}{X_{N-1} Q_{N-1}-\xi_{N-1}}\right]$
$=f_{N-2}^{h, u p} Q_{N-1}$
Using Eq. (3.2) iteratively for ( $i=\mathrm{N}-2, \ldots$, 1), we could get

$$
\begin{equation*}
f_{i}^{l, d o m n}=f_{i-1}^{h, u p} Q_{i} \quad(i=\mathrm{N}, \ldots, 2) \tag{3.3}
\end{equation*}
$$

Eq. (3.3) shows that the total downward flux from all low-rate ports of a BSM at stage $i$ is the upward flux from each high-rate port of a BSM at stage $(i-1)$ multiplied by the number of low-rate ports of a BSM at stage $i$, i.e., for all low-rate ports of a BSM at stage $i$, the total downward flux equals exactly the total upward flux, satisfying the flux equilibrium.

### 3.1.3 Total switching flux

If $F_{i}(i=1,2, \ldots, N)$ signifies the total switching flux of all BSMs at stage $i$, we see

$$
\begin{equation*}
F_{i}=\left(f_{i}^{h, u p}+f_{i}^{l, d o w n}\right) X_{i} \quad(i=1,2 \ldots, \mathrm{~N}) \tag{4}
\end{equation*}
$$

From Eq. (3.1) to Eq. (3.3) and Eq. (4), we could obtain

$$
\begin{align*}
F_{1} & =\left(2+\frac{\xi_{1}-Q_{1}}{X_{1} Q_{1}-\xi_{1}}\right) Q_{1} X_{1}  \tag{5.1}\\
F_{i} & =\left(2+\frac{\xi_{i}-Q_{i}}{X_{i} Q_{i}-\xi_{i}}\right) Q_{i} X_{i} \prod_{j=1}^{i-1} \frac{\left(X_{j}-1\right) Q_{j}^{2}}{X_{j} Q_{j}-\xi_{j}} \\
(1<i & <N)  \tag{5.2}\\
F_{N} & =Q_{N} \prod_{j=1}^{N-1} \frac{\left(X_{j}-1\right) Q_{j}^{2}}{X_{j} Q_{j}-\xi_{j}} \tag{5.3}
\end{align*}
$$

From Figure 5, we know

$$
\begin{equation*}
X_{i}=Q_{i+1} X_{i+1}=Q_{i+1} Q_{i+2} X_{i+2}=\ldots=\prod_{j=i+1}^{N} Q_{j} \tag{6}
\end{equation*}
$$

Therefore, Eq. (5.1) to Eq. (5.3) could be expressed by using Eq. (6) as follows

$$
\begin{align*}
& F_{1}=\left(2+\frac{\xi_{1}-Q_{1}}{\prod_{j=1}^{N} Q_{j}-\xi_{1}}\right) \prod_{m=1}^{N} Q_{m}  \tag{7.1}\\
& F_{i}=\left(2 \prod_{m=i}^{N} Q_{m}-Q_{i}\right) \prod_{j=1}^{i-1} \frac{\left(X_{j}-1\right) Q_{j}^{2}}{X_{j} Q_{j}-\xi_{j}} \\
& \quad(1<i<N)  \tag{7.2}\\
& F_{N}=Q_{N} \prod_{j=1}^{N-1} \frac{\left(X_{j} Q_{j}-1\right) Q_{j}^{2}}{X_{j} Q_{j}-\xi_{j}} \tag{7.3}
\end{align*}
$$

As stated above, we assume that the switching should be finished at the lowest possible stage, resulting in $\xi_{l} \equiv 1(2 \leqslant l<N)$. If we use Eq. (6) and let $\zeta_{1}=0$, Eq. (7.1) to Eq. (7.3) could be simplified by

$$
\begin{align*}
F_{1}= & -Q_{1}+2 \prod_{j=1}^{N} Q_{j}  \tag{8.1}\\
F_{i}= & Q_{1}\left(1-\left(\prod_{k=2}^{N} Q_{k}\right)^{-1}\right)\left(-Q_{i}+2 \prod_{m=i}^{N} Q_{m}\right) \times \\
& \prod_{j=2}^{i-1}\left\{\left(\prod_{k=j+1}^{N} Q_{k}-1\right) Q_{j}^{2} /\left(\prod_{k=j}^{N} Q_{k}-1\right)\right\} \\
& \quad(1<i<N)  \tag{8.2}\\
F_{N}= & \left(Q_{N} \prod_{j=1}^{N-1} Q_{j}-1\right) \prod_{j=1}^{N-1} Q_{j} \tag{8.3}
\end{align*}
$$

### 3.2 Overall switching cost

As introduced in Section I, the switching cost of each BSM is closely related to several factors, such as its number of ports, port rates, switching techniques. Usually, for any BSM implementation, if either the port number $Q_{i}$ or the rate of each port is increased, the implementation will become more complicated. For example, the single stage ATM switching structure fits well when the port number is not larger than a certain value (e.g., 32) [4]; however, a multistage switching structure comprehensively fits better if the port number is larger than that value.

Let $\psi\left(Q_{i}\right)$ be the cost of a BSM with $Q_{i}$ low-rate ports at a specific speed, then the overall cost of the SMSSS system could be given by

$$
\begin{align*}
C_{\text {SUSSS }} & =\sum_{i=1}^{N} X_{i} \cdot \psi\left(Q_{i}\right) \cdot \gamma(i)  \tag{9}\\
\gamma(i) & =\sqrt{f_{i}^{l, d o w n}+\alpha f_{i}^{h, u p}} \tag{10}
\end{align*}
$$

where $\gamma(i)$ denotes the effect of the converted flux of a BSM at stage $i$ on $C_{\text {SMSSS }}$. Parameter $\alpha$ is the relative importance of $f_{i}^{h, u p}$ to $f_{i}^{1, \text { down }}$, and equals $0.32,0.5$, or 1 . In the following examples, we let $\alpha=1$.

Notice that $f_{i}^{\text {ldown }}+\alpha f_{i}^{\text {h,up }}$ exactly equals the capacity or flux of a BSM at stage $i$ if $\alpha=1$. Besides, the use of $\sqrt{ }$ is due to the fact that the cost of a switch equipment or module is directly proportional to the square-root of its capacity, e.g., an 8 -port 1000 M Ethernet switch costs approximately three times as much as the one working at 100 M . We see that Eq. (9) should be regarded as the relative overall cost because of the term $\gamma(i)$.

### 3.3 Optimization algorithm

The optimization computation for the SMSSS system is aiming at searching its best structure with the minimum overall cost, and deciding the detailed parameters of the SMSSS system (illustrated in Tables I through V) when the TNP in the switching system is given. Alg. 4 shows the general framework of the Optimal Structure Searching Algorithm (OSSA). Particularly, the condition $Q_{i} \geqslant Q_{i+1}(i \leqslant N-1)$ must be satisfied in step 1 since we derive Eq. (11) from Eq. (3.3) and Eq. (2)

$$
\begin{align*}
f_{i+1}^{l, \text { down }} / f_{i}^{l, \text { down }} & =\left(X_{i}-1\right) Q_{i+1} /\left(X_{i}-\xi_{i} / Q_{i}\right) \\
& \geq\left(X_{i}-1\right) Q_{i+1} / X_{i} \\
& =\left(1-1 / X_{i}\right) Q_{i+1} \tag{11}
\end{align*}
$$

Eq. (11) indicates that the sum flux of all low-rate ports of a BSM at stage $i+1$ is (much) larger than that of a BSM at stage $i$ since $X_{i}>1$ always holds if $N \geq 2$ and $Q_{i+1} \geq 4$, thereby guaranteeing the least cost of the SMSSS system.

## IV. Numerical Examples

Based on the discussion in Section I, we assume $\psi\left(Q_{i}\right)=a Q_{i}^{2}+b Q_{i}+c$ and get it by col-

```
Algorithm 4: Optimal Structure Searching Algorithm (OSSA)
Input: \(\quad T N P, \zeta_{1}\) and possible \(Q_{i}\) numbers allowed.
Output: the optimal structure \(S_{\text {opt }}\) with the minimum overall cost.
Steps:
1 Decompose the \(T N P\) with the combination of different \(Q_{i}\) numbers allowed and
    get all feasible structures.
    for each feasible structure do
        Calculate its flux at each stage by Eq. (2), Eq. (3), and Eq. (7).
        Calculate its overall cost by Eq. (9).
    end for
    Compare \(C_{\text {SMSSS }}\) of all feasible structures, and get \(S_{\text {opt }}\) with the minimum \(C_{\text {SMSSS }}\).
    Record \(f_{i}^{h, u p}(i \leq N-1)\) by Eq. (2) for each BSM.
```

lecting the price lists of the relevant products and using the data-fitting method.

### 4.1 SDH case

In the first case, a BSM in the SMSSS is replaced by an SDH ADM. By using data-fitting and inquiring the FiberHome Technology Ltd., one of the main SDH manufacturers in China, $\psi\left(Q_{i}\right)$ could be represented in Chinese Yuan by

$$
\begin{equation*}
\psi\left(Q_{i}\right)=6770 Q_{i}+115090 \tag{12}
\end{equation*}
$$

where $4 \leqslant Q_{i} \leqslant 16$, and we should state that Eq. (12) already includes the cost of one highrate port inside this SDH ADM equipment.

Table I gives the optimization results of the SMSSS system at different TNPs, $2^{i}(i=5,6, \ldots, 9)$. Each number of the feasible structures is obtained by decomposing the port number of the SMSSS system with the probable numbers of ports for each BSM, which are equal to $2^{j}(j=2,3,4)$ and typically used in practice.

We see that the number of optimal switching stages (NOSS) changes from two to three when $T N P$ increases from 32 to 512 . Each numbers pair in optimal switching structures (OSS) represents the numbers of BSMs and ports for each BSM at stage $i$, e.g., for 128 ports, $\{8,(1 / 16)\}$ means 8 BSMs with each having 16 downward ports and one upward port at first stage, and $\{1,(0 / 8)\}$ symbolizes one BSM with 8 downward ports at second stage. From Eq. (12), we find that its constant term is much larger than the coefficient of its
linear term. Thus, to lower $\psi\left(Q_{i}\right) / Q_{i}$, the $Q_{i}$ trends reasonably to be larger or to be the upper bound, 16 .

### 4.2 Ethernet case

The second example for the proposed SMSSS is to construct a multistage Ethernet switching system in which an Ethernet switch works as a BSM. Similar to the SDH cases, we use da-ta-fitting again and get Eq. (13) by collecting the commercial prices of the Ethernet switch products from three Chinese companies, TPLINK, H3C and Digital China

$$
\begin{equation*}
\psi\left(Q_{i}\right)=0.088 q_{i}^{2}+12.24 q_{i}+25.44 \tag{13}
\end{equation*}
$$

We define

$$
\begin{equation*}
q_{i} \triangleq Q_{i}+\beta . f_{i}^{h, \text { up }} /\left(f_{i}^{l, \text { down }} / Q_{i}\right) \tag{14}
\end{equation*}
$$

where the term $f_{i}^{h, \text { up }} /\left(f_{i}^{l, \text { down }} / Q_{i}\right)$ represents the ratio of the upward flux of the single high-rate port to that of each low-rate port of a BSM at stage $i$.

Unlike the former SDH case in Eq. (12), we find that the prices from such three companies for the same switch differ greatly, and thus we use the averaged price over three companies. The majority of the prices for Ethernet switches, which only have the low-rate ports with the same number of ports and equal port-rate, are used to derive Eq. (13) at $\beta=0$ via data-fitting. By collecting the prices of the remaining Ethernet switches with one high-rate port and a variable number of low-rate ports, we could find that the cost of one high-rate port of an Ethernet switch is approximately equivalent to that of $\beta \cdot f_{i}^{h, u p} /\left(f_{i}^{\text {l.down }} / Q_{i}\right)$ low-rate ports. The parameter $\beta$ is the conversion ratio, and equals $\sqrt{10} / 10 \approx 0.32$ in the following examples, since we know the cost of one GE port equals $\sqrt{10}$ if we assume that the cost of one 100 M port is 1 . Eq. (13) complies with the quadratic polynomial of $a x^{2}+b x+c$ in Ref. [4] as stated in Section I.

Since a low-rate port of each BSM at stage $i(\leqslant N-1)$ is connected to the relevant highrate port of a BSM at stage ( $i-1$ ), we have Eq. (15) by using Eq. (2)

$$
\begin{equation*}
q_{i}=Q_{i}+\beta \cdot\left(X_{i}-1\right) Q_{i}^{2} /\left(X_{i} Q_{i}-\xi_{i}\right) \tag{15}
\end{equation*}
$$

Applying Eq. (13) and Eq. (15) to Eq. (9), Table II gives the optimized results of the SMSSS system with the Ethernet switches and different TNPs, $2^{i}(i=5,6, \ldots, 11)$. The allowed numbers of ports for each BSM equal $2^{j}(j=2,3, \ldots, 6)$, which are usually employed in practical Ethernet switches.

Different from Eq. (12), Eq. (13) shows that it has a quadratic term and that its constant/ (coefficient of the linear term) ratio is much less than that of Eq. (12), so that a smaller $Q_{i}$ performs better. This is validated in Table II if we compare Table II with Table I for the same TNPs except for the 32-port case. However, if we increase $\beta$ to 1 , the NOSSs in Table II will change only in the 32-port case, from two to
one. This is because from Eq. (15), a larger $\beta$ results in a larger $q_{i}$ and thus a higher cost.

To examine the impact the speed of each low-rate port of a BSM on the OSS and NOSS, we change Eq. (10) to

$$
\begin{equation*}
\gamma(i)=\sqrt{F_{i} /\left(X_{i} q_{i}\right)} \tag{16}
\end{equation*}
$$

The relevant results are shown in Table III. Comparing to Table II, we see that the NOSS in Table III decreases by two for 1024 ports while it decreases by one for the rest of all six different TNPs. We may conclude that the larger $q_{i}$ in Eq. (15) will result in the lower cost. However, Eq. (13) shows that $\psi\left(Q_{i}\right)$ increases when $q_{i}$ becomes larger. Therefore, the adequate $q_{i}$ could make Eq. (9) minimum

Table I Optimization results under different TNPs (SDH)

|  |  | Optimal switching structures |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Total number of ports (TNP) |  | 32 | 64 | 128 | 256 | 512 |
| Number of feasible structures |  | 1 | 3 | 2 | 4 | 3 |
| Number of optimal switching stages (NOSS) | 2 | 2 | 2 | 2 | 3 |  |
| Number of BSMs |  | 5 | 5 | 9 | 17 | 37 |
|  | $i=3$ |  |  |  | $1,(0 / 4)$ |  |
| Optimal switching structures (OSS) at stage $i$ | $i=2$ | $1,(0 / 4)$ | $1,(0 / 4)$ | $1,(0 / 8)$ | $1,(0 / 16)$ | $4,(1 / 8)$ |
|  | $i=1$ | $4,(1 / 8)$ | $4,(1 / 16)$ | $8,(1 / 16)$ | $16,(1 / 16)$ | $32,(1 / 16)$ |

Table II Optimization results under different TNPs (Ethernet, Eq. (10))

|  |  | optimal switching structures |  |  |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Total number of ports (TNP) |  | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 |
| Number of feasible structures |  | 2 | 4 | 3 | 6 | 6 | 9 | 9 |
| Number of optimal switching stages (NOSS) |  | 2 | 2 | 3 | 3 | 3 | 4 | 4 |
| Number of BSMs |  | 5 | 9 | 21 | 37 | 73 | 149 | 293 |
|  | $i=4$ |  |  |  |  |  | $1,(0 / 4)$ | $1,(0 / 4)$ |
| Optimal switching structures at stage $i$ | $i=3$ |  |  | $1,(0 / 4)$ | $1,(0 / 4)$ | $1,(0 / 8)$ | $4,(1 / 4)$ | $4,(1 / 8)$ |
|  | $i=2$ | $1,(0 / 4)$ | $1,(/ 08)$ | $4,(1 / 4)$ | $4,(1 / 8)$ | $8,(1 / 8)$ | $16,(1 / 8)$ | $32,(1 / 8)$ |
|  | $i=1$ | $4,(1 / 8)$ | $8,(1 / 8)$ | $16,(1 / 8)$ | $32,(1 / 8)$ | $64,(1 / 8)$ | $128,(1 / 8)$ | $256,(1 / 8)$ |

Table III Optimization results under different TNPs (Ethernet, Eq. (16))

|  |  | Optimal switching structures |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Total number of ports (TNP) |  | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 |
| Number of feasible structures |  | 1 | 4 | 3 | 6 | 6 | 9 | 9 |
| Number of optimal switching stages (NOSS) |  | 1 | 1 | 2 | 2 | 2 | 2 | 3 |
| Number of BSMs | $i=3$ |  |  | 5 | 17 | 17 | 33 | 69 |
|  | $i=2$ |  |  | $1,(0 / 4)$ | $1,(0 / 16)$ | $1,(0 / 16)$ | $1,(0 / 32)$ | $4,(1 / 16)$ |
| Optimal switching structures at stage $i$ | $i=1$ | $1,(0 / 32)$ | $1,(0 / 64)$ | $4,(1 / 32)$ | $16,(1 / 16)$ | $16,(1 / 32)$ | $32,(1 / 32)$ | $64,(1 / 32)$ |

when we are applying Eq. (13) and Eq. (16) to Eq. (9). Since the 16 - and 32 -port BSMs are used in most scenarios in Table III, the result suggests that, for different factors affecting the cost of the Ethernet switch, the speed of each low-rate port of a BSM in Eq. (16) would be more reasonable compared to the capacity of a BSM in Eq. (10). The results in Table III also accords with Ref. [4] that 16- and 32-port SEs or BSMs are nearly optimal.

## V. Comparision

To show the validity of the proposed SMSSS, we compare the cost of the SMSSS with that of the XGFT-based system whose SEs are with equal port rates (EPR). We denote such a system as $X G F T_{E P R}$. This comparison is relatively rational because XGFTs cover the popular trees, such as $k$-ary $n$-tree, butterfly FTs, and slimmed FTs (i.e., $k$ : $k$ '-ary $n$-thin-tree [12]). Since the SDH equipment whose ports rates are equal has been found rarely in applications, we only discuss the Ethernet case. In the second part, the multi-metric comparison is made between the SMSSS and closer $X G F T_{E P R}$.

### 5.1 Comparison with XGFTs at equal port rates

If a system is constructed on the basis of $X G F T_{\text {EPR }}$, Eqs. (9) through (15) must be changed to accommodate this EPR scenario, making the comparison fair

$$
\begin{gather*}
C_{X G F T_{E P R}}=\sum_{i=1}^{N} X_{i} \cdot \psi\left(Q_{i}\right) \cdot \gamma_{B F T}(i)  \tag{17}\\
\gamma_{X G F T_{E P R}}(i)=\sqrt{n_{i}^{d w}+n_{i}^{u w}} \tag{18}
\end{gather*}
$$

where $\gamma_{X G F F_{E R R}}(i)$ is similar to $\gamma(i)$ in Eq. (10), $n_{i}^{d w}$ denotes the number of downward ports of an SE at stage $i$, and $n_{i}^{u w}$ represents the number of upward ports which is to be used in the same SE at stage $i$, and equals $\left\lceil f_{i}^{h, u p}\right\rceil$.

Eq. (13) is also valid, but $q_{i}$ must be changed to

$$
\begin{equation*}
q_{i} \triangleq n_{i}^{d w}+m_{i}^{u w} \tag{19}
\end{equation*}
$$

where $m_{i}^{u w}$ is the number of upward ports of
an SE at stage $i$, and satisfies $m_{i}^{u \omega} \leqslant n_{i}^{d w}$ since the total flue of all upward ports of an SE will never be larger than that of all its downward ports [12]. Applying $X_{j} Q_{j} \gg 1 \geqslant \xi_{j}$ to Eq. (2), we get

$$
\begin{equation*}
f_{i}^{h, u p}=\prod_{j=1}^{i}\left(1-1 / X_{j}\right) Q_{j} \approx \prod_{j=1}^{i} Q_{j} \tag{20}
\end{equation*}
$$

Therefore, it is reasonable that we let $m_{i}^{u \omega} \approx n_{i}^{d \omega}$ with the constraint of $q_{i}=2^{j}(j=2,3, \ldots$, 6). In such a case we may leave a few upward ports unused. However, those unused ports must be included in the cost of an SE since such unused ports could not be removed from an Ethernet switch. Note that the number of unused ports, $m_{i}^{u w}-\left\lceil f_{i}^{h, u p}\right\rceil$, is not included in Eq. (18), so we equivalently lower the cost of an SE. In addition, corresponding to Eq. (16), we select $\gamma(i)$ based on the assumption that the flux fed to each port equals one

$$
\begin{equation*}
\gamma(i)=1 \tag{21}
\end{equation*}
$$

Analogous to Tables II and III, Tables IV and V give the information related to the optimal switching structures based on the $X G F T_{\text {EPR }}$ when using Eq. (18) and Eq. (21), respectively. Note that the allowed $n_{i}^{d w}$ just equals the range of $Q_{i}, 2^{i}(i=2,3,4,5,6)$, so the allowed number of downward ports for a BSM has the same range as that for an SE. We can see that the NOSS in Table IV is decreased by one compared to that in Table II, and the corresponding NOSS reduction in Table V is only with TNP $=2048$ when compared to Table III.

Shown in Figure 6 is the total cost comparison of optimal switching structures listed in Tables II through V with the logarithmic vertical-axis. The results marked a) and c) are based on Eq. (10) at ( $\alpha=1, \beta=0.32$ ) and Eq. (16), while results b) and d) correspond to those by using Eq. (18) and Eq. (21). Compared to the case b), the cost for the SMSSS in a) is decreased by $4.7 \%$ if $\mathrm{TNP}=32$, and lowered by $36.3 \%$ to $63.6 \%$ when TNP increases from 64 to 2048. For the cases c) and d), such cost reduction ratios will be about $40 \%$ to $43 \%$ except TNP=32 and 64 .

Such large cost reduction ratios result from the fact that, as shown in Tables II through

IV, the number of BSMs is greatly reduced when compared to the number of SEs in the $X G F T_{E P R}$. For example, if we assume that the rate of each downward port in first stage is 10 M and $\mathrm{TNP}=2048$, Table III shows that the SMSSS will need 64 switches with 32-port at $10 \mathrm{M}, 4$ switches with 16 -port at 100 M , and one switch with 4-port at 1000 M . However, Table V indicates that the $X G F T_{E P R}$ will need 96 switches of 64-port at 10M.

### 5.2 Multi-metric comparison

Because of the specialty of the BSMs used in the SMSSS, we try to find some FTs which are very closer to the SMSSS and evaluate the performance.

With the criterions and parameters defined in Subsection 1.2 , we only try to compare the SMSSS with other models having similar structures. It is because, as stated in Section I, a BSM is distinguished from other models by its unequal port-rate and a variable number of BSMs at different stages.

Figure 7 and Figure 8 present the performance comparison of the SMSSS shown in Table III with the $X G F T_{E P R}$ by five criterions at $\mathrm{TNP}=256$ and 1024 , respectively. Here, $X G F T_{E P R}\left(N, n_{i}^{d w}, n_{i}^{\text {uw }}\right)$ denotes a fat-tree in which $n_{i}^{d w}$ and $n_{i}^{u \omega}$ are stated in Figure 1. The


Fig. 6 Total cost comparison of the SMSSS and $X G F T_{E P R}$
selection of $n_{i}^{d \omega}$ and $n_{i}^{u \omega}$ for two FTs must guarantee that the summed capacity of all upward ports of an SE must not be less than the summed flue, which is input from all its downward ports and needs to be switched to the remaining SEs. For a case that the service is distributed uniformly among all users, suppose $\xi_{1}=\xi_{2}=1$ with $X_{0}$ defined in Subsection 3.1, then we have

$$
\begin{gather*}
n_{1}^{\imath \omega} \geqslant\left(1-\left(n_{1}^{d w}-1\right) /\left(X_{0}-1\right)\right) \cdot n_{1}^{d w}  \tag{22.1}\\
n_{2}^{d w} \geq n_{1}^{u w} \tag{22.2}
\end{gather*}
$$

Table IV Optimization results for $X G F T_{\text {EPR }}$ under different TNPs (Ethernet, Eq. (18))

|  |  | Optimal switching structures |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Total number of ports (TNP) |  | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 |
| Number of feasible structures |  | 3 | 5 | 7 | 12 | 18 | 29 | 45 |
| Number of optimal switching stages (NOSS) |  | 1 | 1 | 2 | 2 | 2 | 3 | 3 |
| Number of SEs |  | 1 | 1 | 36 | 40 | 72 | 416 | 576 |
|  | $i=3$ |  |  |  |  |  | 32,(0/32) | 64,(0/32) |
| Optimal switching structures at stage $i$ | $i=2$ |  |  | 4,(0/32) | 8,(0/32) | 8,(0/64) | 256,(4/4) | 256,(8/8) |
|  | $i=1$ | 1,(0/32) | 1,(0/64) | 32,(4/4) | 32,(8/8) | 64,(8/8) | 128,(8/8) | 256,(8/8) |

Table V Optimization results for $X G F T_{\text {EPR }}$ under different TNPs (Ethernet, Eq. (21))

|  |  | Optimal switching structures |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Total number of ports (TNP) |  | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 |
| Number of feasible structures |  | 1 | 5 | 7 | 12 | 18 | 29 | 45 |
| Number of optimal switching stages (NOSS) |  | 1 | 1 | 24 | 40 | 48 | 80 | 96 |
| Number of SEs | $i=2$ |  |  | $8,(0 / 16)$ | $8,(0 / 32)$ | $16,(0 / 32)$ | $16,(0 / 64)$ | $32,(0 / 64)$ |
| Optimal switching structures at stage $i$ | $i=1$ | $1,(0 / 32)$ | $1,(0 / 64)$ | $16,(8 / 8)$ | $32,(8 / 8)$ | $32,(16 / 16)$ | $64,(16 / 16)$ | $64,(32 / 32)$ |



Fig. 7 Comparison of five criterions (256 user-port).


Fig. 8 Comparison of five criterions (1024 user-port).

Attention should be paid to the fact that the minimum $n_{i}^{n \omega}$ in the scenarios marked by the superscript a) in both figures should be 15.06 and 31.03 when strictly satisfying Eq. (22.1). Therefore, we still list them just for evaluation.

In Figure 7 and Figure 8, the switching structures of each three scenarios (two $X G F T_{E P R}$-based FTs and one SMSSS) have two stages, and each SE in two fat-tree cases has 16 or 32 downward ports, respectively. Note that the definitions of $d, \bar{d}$ and $\bar{\delta}$ can be found in Subsection 1.2, and each user link at the lowest stage (i.e., connecting a user to SEs) is included when calculating $d$ and $\bar{d}$. Contrarily, each user endpoint is not included
when calculating $\bar{\delta}$. The remaining notations for the performance parameters are as follows.
$B B$ : the bisection bandwidth [8] which is a bandwidth across the smallest cut that divides a network into equal halves.
$B W$ : the bisection width which refers to the number of links, not the bandwidth.
$N_{S B}$ : the number of all SEs in FTs or BSMs in SMSSS.

For the results signed by c), we assume that the degree of a high-rate port equals one, or equivalently, $q_{i}$ defined in Eq. (15) is equal to $Q_{i}+1$. To make the comparison relatively fair, the calculation of $\bar{\delta}$ for the results marked by d) and e) is based on Eq. (15) at $\beta=0.32$ and 0.5 , respectively. Equivalently, we assume that the degree of a high-rate port of a BSM at stage $i$ is
$\omega(i)= \begin{cases}1 & \text { case c) } \\ 0.32 \cdot\left(X_{i}-1\right) Q_{i}^{2} /\left(X_{i} Q_{i}-\xi_{i}\right) & \text { case d }) \\ 0.5 \cdot\left(X_{i}-1\right) Q_{i}^{2} /\left(X_{i} Q_{i}-\xi_{i}\right) & \text { case e })\end{cases}$

Note that both figures do not include $\bar{d}$ since it is just the same for each of three scenarios, and equals 3.88 and 3.94 when $\mathrm{TNP}=256$ and 1024 , respectively. In both figures, the legends of $X G F T_{E P R}$-based case b) and SMSSS case c) are intentionally placed on horizontal positions since the numbers of downward ports of each BSM/SE in both stages for two structures are identical.

We find from both figures that, compared with $X G F T_{E P R}$-based FTs, the SMSSS has the smallest $B W$ and $N_{S B}$. We can also see that, compared to the $X G F T_{E P R}$ case a) in two figures, the $B B$ value of each SMSSS case is a bit larger, increasing by $0.4 \%$ and $0.1 \%$, respectively. However, compared to the $X G F T_{E P R}$ marked b) in both figures, the corresponding $B B$ value of each SMSSS case decreases by $5.9 \%$ and $3.0 \%$, respectively. The BW ratios of the SMSSS to $X G F T_{\text {EPR }}(2,16,16)$ and $X G F T_{E P R}(2,32,32)$ are just $6.7 \%$ and $3.4 \%$, which show that the SMSSS has a lower reliability in terms of the number of bisected links when compared to the two $X G F T_{E P R^{-}}$ based FTs. However, the high reliability of the
current equipment can alleviate this defection. In addition, as shown in Figure 6, the SMSSS can largely reduce the cost of a switching system due to the large reduction of the number of BSMs used.

For the comprehensive and more reasonable criterions of both $d \cdot \bar{\delta}$ and $\bar{d} \cdot \bar{\delta}$, SMSSS remains the least. We do not consider the case c) which outperforms $X G F T_{E P R}$-based FTs greatly and may be relatively unfair, since the degree of a high-rate port is assumed to be equal to one. Compared to the $\operatorname{XGF}_{\text {EPR }}(2,16,16)$ and $X G F T_{E P R}(2,32,32)$, each value of $\bar{d} \cdot \bar{\delta}$ in cases d) and e) of Figure 7 decreases by $14.5 \%$ and $3.9 \%$, respectively. In Figure 8, the corresponding $\bar{d} \cdot \bar{\delta}$ for each of these two cases reduces by $11.9 \%$ and $0.5 \%$.

The performance metrics above demonstrate that the SMSSS has an obvious advantage. It is the structure character of a BSM in the SMSSS model, one high-rate port and several low-rate ports, that makes all conclusions above rational. On the other hand, the very small $B W$ of the SMSSS shows its low tolerance in theory. However, the high reliability of equipment, which has been used widely in practical networks and is the implementation example of our SMSSS model, outweighs this shortcoming.

## VI. Conclusions

In this paper we have presented the SMSSS model whose switching structure is quite different from the usual MINs and treelike structures [1-15]. The proposed SMSSS features that its BSM has one high-rate port and several low-rate ports, and that many BSMs are interconnected to a specific multistage star or tree-like structure. Therefore, the proposed SMSSS, which could be regarded as the most slimmed fat tree (MSFT) with SEs at unequal port rates, is suitable for the optimized design of the networking equipment as the structure stated above, in particular, the broadband SDH and Ethernet switching equipment that have been used widely in access networks. It is also possible to use SMSSS model in the other ar-
eas, such as the switch fabric with large ports, data centers and NoC.

Unlike the studies in the existing literature [10,12], we consider the switching flux of every stage as an important factor affecting the cost of a BSM in the proposed SMSSS model. Given the TNP of a switching system and the cost factors of a BSM, it is feasible to find a switching scheme with a minimum overall cost. We find that the flux passing through each port is more rational than the flux passing through the SE or BSM since the NOSSs in both SMSSS and FTs could be decreased by at the least one, increasing the reliability relatively.

Similar to the traditional performance criterions, Eq. (9) could also represent some scenarios studied already. We can assume that the overall cost just relies on the number of BSMs if $\psi\left(Q_{i}\right)=\gamma(i)=1$, and the numbers of BSMs and ports of each BSM when $\gamma(i)=1$.

One of our next works is to evaluate the SMSSS performance via simulation at different service patterns [17].
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