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Classification of Signals s(t)

Deterministic Signals and Random Signals

» Deterministic signals: the values at any time are deterministic
and predictable. s(t) = sinwt.

» Characteristics: Frequency domain

s(t) e g(f) = /+°°s(t)e—ﬂ7fftdt

—0o0

» Random signals: the values at any time are random.
s(t) = sinwt + ¢, ¢ € U(0, 27).

Question: How about communication signals?, How to
characterize random signal?




Characteristics of Random Variable

Random variable. 1-dim

» Distribution function: F(z) = P(x < X).

» Probability density function: f(z) = dl;gf).

> Frequently used random variables

1/(by — bs), by <z < bo,

0, otherwise

» Uniform variable: f(z) =
» Normal (Gaussian) variable:

1 (x —a)?
(f(LU) - 'V/Q;EO'e)(I)[__ 202 ]a

where a is the mathematical expectation and o is standard
deviation. .
. . ) 2
> Rayleigh variable: f(r) = =fexp(—=-),
where a > 0 is the mathematical expectation and = > 0.

» Question: How about n-dim variables?
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Numerical Characteristics

» Mathematical Expectation:

» Variance:
D(x) = El(z — E@))*] = E(z?) — a?
> Moment:
Ble -l = [ (-0 fa)da

» If a=0, it is called k-th origin moment.
» If a = E(x), it is called k-th central moment.
» Question: lllustrate properties of the above numerical
characteristics.




Basic Concepts of Random Process

Everywhere in communication systems.
How to describe random process mathematically?

» n-dim pdf: f(z1, -, Tpt1, - L tn).

» Mathematical expectation: E(&(t))

» Variance: D(&(t)) = E[€2(t)] — E2(£()).

» Auto-correlation function: R(t1,t2) = E[£(t1)&(t2)].

Stationary Random Process

If the statistic characteristic of a random process is independent of
the time origin, it is called ~. (strict pdf — f(x,t) = f(x,t + 7))
(generalized — numerical characteristic)

» Mathematical expectation: E(£(t)) = const.

» Variance: D(&(t)) = E[€2(t)] — E2(£(t)) = const.

» Auto-correlation function: R(t1,t2) = R(7)], where

T = |t1 — t2|.
45w Question: £(t) = sinwt + ¢, ¢ € U(0,27), generalized stationary?
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Ergodicity
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Definition: If a random process has ergodicity, its statistic
mean is equal to its time average. “Time average” of
numerical characteristics, such as mathematical expectation
and auto-correlation function, is equal to these of “statistic
mean”. (Sometimes, we just say stationary random process.)

T/2
Mathematical expectation: E(£(t)) = lim / &(t)dt.
Autocorrelation function:
1 T/2
R(r) = lim ~ / (et + 7)dt.
T J 7/

Use the above two properties to demonstrate the ergodicity.
Question: &(t) = sinwt + ¢, ¢ € U(0,27), ergodicity?



Characteristics of R¢(7) and PSD

Characteristics of R¢(T)

> Re(0) = E[£(t)%] — power;

» Re¢(7) = Re(—7); — even function;
> [Re(7)| < Re(0);

> Re(o0) = E*(&(t)) - DC power;
> Re(0) — Re(oo) = O'g.

Power spectral density: Wiener — Khinchin theorem

The autocorrelation function R¢(7) and power spectral density
P¢(f) of a stationary random process are a pair of Fourier
transform, i.e.,

Pe(f) = / Re(r)e7*7dr. Re(r / Pe(f)e df.

—00
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Gaussian Process

Definition: n-dim Gaussian variable

>
Je(wy, - xpsty, - ty) = Wexp (%(X —pu)TE T (x = p)
where x = [z, ,:L‘n]T, Y =FE[(x—p)(x— M)T] is
covariance matrix, and |X| is the determinant operator.

» If x;,i=1,---,n are independent, we obtain

(z—p3)

f§($1a"'a$n;tla"') H\/TO’ eXp(_T)-
i

k3

Special Function

» Error function: erf(z) ffx e dz.

» Complementary error functlon
erfc(x) = 1 — erf(z) \f [Ze 2’ dz.
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Gaussian White Noise
White Noise
ngo

» Auto-correlation function: R(7) = %46(7).

» Power spectral density: P(f) = .

Band Limited White Noise

» Power spectral density: P(f) =%, —fu < f< fm.

» Auto-correlation function: R(7) = ngfgSa(2n fg).
gr(t) «— T'Sa(w;)
T’SaT; — 217G (w), ;;Sa;,t — G (w)
7 =Adnfy,
SGr (W) — 47;;?’ %Sa(“ém) — no fuSa(27 fu7)
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Narrowband Random Process

Definition: Assume that the frequency bandwidth of the random
process is Af, and the central frequency is f.. If Af < f., the
random process is called narrow band random process.

Mathematical Description

> €(t) = ag(t) cosfuet + (1))
> £(t) = &e(t) coswet — Es(t) sinw,t

in-phase component &.(t) = ag(t) cos p(t).
orthogonal component &,(t) = ae(t) sin p(t).

Statistic Characteristics of £.(t) and &,(t)

If £(t) is a narrow band stationary Gaussian process with 0 mean,
we have

> £.(t) and &(t) are stationary Gaussian processes with 0 mean;
2 _ 2 _ 2.
> 0-§ — O-gc — 0-£S,

> £, and & are the same instant are uncorrelated.
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Statistic Characteristics of ag(t) and ¢(t)

If £(t) is a narrow band stationary Gaussian process with 0 mean,

we have
> ag(t): 1-dim distribution is Rayleigh distribution, i.e.,

g
flag) = Ugexp( - ﬁ)’ ag > 0.

> @¢(t): 1-dim distribution is uniform distribution in 0 ~ 27.
> As for 1-dim distribution, a¢(t) and ¢¢(t) are independent.
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Random Process Transfer through Linear Systems
Assume that the system is physicaIIy realizable,

e h(t)=0,t<0, [% |h(t)|dt < co.
—>» h —>
& o &) =& *h()

Assume &;(t) is stationary

> I\/Iathematical expectation
= Jo W(r)E[&(t — 7)]dr = E(&(t))H(0).

> Autocorrelatlon.

Re, = E[&(t)éo(t1 + 7)]

= E/+00 (w)&;(t1 — u)du /0+00 h(v)&i(t1 + 7 —v)dv
/+°o/+°° ) Re, (7 + 1 — v)dudv = Re, (7).
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> Power spectral density:
+oo
P, :/ Re,(T)e ¥ dr

+oo “+oo +oo
/ / / V) Re, (T +u — v)e T dudvdr

—+00

:/ h(u )ej“’“du/ h(v)e %Y dy Re,(T)e 94 dr
0 0

—00

= |H(f)]* P,

» If &(t) is Gaussian, &,(t) is also Gaussian.
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