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\textbf{A B S T R A C T}

In this article we improve the lower bound on the maximum nonlinearity of 1-resilient Boolean functions, for \( n \) even, by proposing a method of constructing this class of functions attaining the best nonlinearity currently known. Thus for the first time, at least for small values of \( n \), the upper bound on nonlinearity can be reached in a deterministic manner in difference to some heuristic search methods proposed previously. The nonlinearity of these functions is extremely close to the maximum nonlinearity attained by bent functions and it might be the case that this is the highest possible nonlinearity of 1-resilient functions. Apart from this theoretical contribution, it turns out that the cryptographic properties of these functions are overall good apart from their moderate resistance to fast algebraic attacks (FAA). This weakness is repaired by a suitable modification of the original functions giving a class of balanced functions with almost optimal resistance to FAA whose nonlinearity is better than the nonlinearity of other methods.
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1. Introduction

In a modern design of certain stream cipher encryption schemes there are many cryptographic criteria that affect the choice of Boolean functions commonly used for the purpose of nonlinear filtering of one or several outputs of linear feedback shift registers (LFSR). These multiple criteria imposed on Boolean functions originate from various cryptographic attacks on these schemes such as Berlekamp-Massey linear complexity attacks \cite{15}, linear distinguishing and inversion attacks of Golić \cite{9,10}, algebraic attacks \cite{5}, fast algebraic attacks \cite{6} and probabilistic algebraic attacks \cite{1,19}. Since the early 1990s, the construction of resilient functions with high nonlinearity has been an important challenge in cryptography and it was extensively studied, see \cite{3,4,8,13,14,18,20–22,23,30} and the references therein. The 1-order resiliency is closely related to the problem of determining the covering radius of the first order Reed-Muller code \cite{16}. This problem has been resolved for even \( n \) and the covering radius corresponds to the nonlinearity of bent functions, whereas for odd \( n \) an exact specification of the covering radius appears to be hard. By imposing an additional constraint so that the Hamming distance of an \( n \)-variable Boolean function to the set of basis vectors of the first-order Reed–Muller code is exactly \( 2^{n-1} \), one essentially attempts to
determine the covering radius under this constraint. This class of Boolean, apart from its importance when considered as the covering radius problem, is also of great importance in cryptography.

In [21], based on the weight divisibility results, it was shown that if \( f \) is an \( n \)-variable, \( m \)-resilient Boolean function, then the nonlinearity \( N_f \equiv 0 \mod 2^{m+1} \) which gives a nontrivial upper bound on the nonlinearity of resilient functions, i.e.,

\[
N_f \leq \max\{\kappa \mid \kappa \equiv 0 \mod 2^{m+1}, \kappa < \text{nlmax}(n)\},
\]

where \( \text{nlmax}(n) \) denotes the maximum nonlinearity of an \( n \)-variable Boolean function. In particular, when \( n \) is even then \( \kappa < 2^{n-1} - 2^{\frac{n}{2}} - 1 \), and this maximum nonlinearity is achieved by bent functions. Since we are dealing with 1-resilient functions, thus \( m = 1 \), it follows that the upper bound in this case is given by \( N_f \leq 2^{n-1} - 2^{\frac{n}{2}} - 4 \). Indeed, while this upper bound is easily achieved for \( n = 6 \) by for instance the Maiorana-McFarland method [12], when \( n = 8 \) to construct a 1-resilient functions with nonlinearity 116 a computer search was necessary [13]. In some recent works [11,23,28], other techniques for constructing resilient functions with high nonlinearity were proposed, but none of these methods improves significantly the lower bound on nonlinearity in such an extent and in a deterministic manner.

In this article, we show that for even \( n \) this upper bound is achievable by a deterministic method, which in general gives functions whose nonlinearity is exactly \( N_f = 2^{n-1} - 2^{\frac{n}{2}} - 1 \) which only deviates by a constant \( 2^{\frac{n}{2}} \) from the nonlinearity of bent functions. The method is based on a suitable modifications of functions in the so-called \( PS^- \) class along with the introduction of a provable technique for transforming originally nonbalanced functions into 1-resilient functions. Whereas the previous methods was based on guaranteeing the resiliency order of Boolean functions due to the choice of its subfunctions, in this work we attempt to optimize the nonlinearity of functions without paying any regard to resiliency. The class of functions obtained is not even balanced (and therefore not 1-resilient either) but it turns out that we are able to find \( n \) linearly independent vectors for which the Walsh spectral values, which gives us the possibility of turning these functions into 1-resilient while keeping the same nonlinearity value.

Our class of functions possesses the currently best known nonlinearity of 1-resilient functions, thus providing a better lower bound than previously known such as the nonlinearities values attained by the methods in [11,13,23]. The Walsh spectral values of our functions are “approximately” uniformly distributed around the bent spectral values \( \pm 2^{n/2} \) which leaves a rather small space for further improvements upon our results. Essentially, the obtained nonlinearity is so close to the nonlinearity of bent functions that it is a tempting conjecture that the above lower bound is tight, quite likely reaching the achievable upper bound in which case no further improvements are possible (this seems to be especially true for the case \( n \equiv 0 \mod 4 \)). However, we do not turn this comment into a formal conjecture.

Even though most of the other cryptographic criteria for this class of functions are optimized (for instance the algebraic immunity is optimized) these functions offer only a moderate resistance to fast algebraic attacks (FAA) and therefore we consider some appropriate modifications which give a nice trade-off between the relevant cryptographic properties. More precisely, a suitable modification of these functions can in the first place yield balanced cryptographic functions whose resistance to FAA is almost optimal though the nonlinearity value is then slightly decreased. Thus, apart from a purely theoretical contribution regarding the improvement of the lower bound, the modified class provides the best known trade-off of cryptographic parameters in most of the cases. Therefore, the constructed functions can be considered as good candidates for applications in real-life encryption schemes that use a Boolean function as a nonlinear filtering mechanism.

The rest of the paper is organized as follows. In Section 2 some basic definitions concerning Boolean functions and in particular a brief overview of the \( PS \) class is given. The main construction method, based on a suitable modification of bent functions in \( PS^- \), is given in Section 3 and furthermore it is shown that these nonbalanced functions can always be turned into 1-resilient functions without affecting any of relevant cryptographic parameters. In Section 4, we demonstrate that a suitable modification of our basic construction may lead to a class of balanced functions satisfying all relevant cryptographic criteria at the same time. Finally, some concluding remarks are given in Section 5.

2. Preliminaries

In this section we recall some basic definitions related to Boolean functions as well as some main ideas about the construction of bent functions in the partial spread (\( PS \)) class.

2.1. Boolean functions

Let \( B_n \) denote the set of Boolean functions in \( n \) variables. A Boolean function \( f(X) \in B_n \) is a function from \( F_2^n \) to \( F_2 \), where \( X = (x_1, \ldots, x_n) \in F_2^n \) and \( F_2 \) is the vector space of \( n \)-tuples of elements from \( F_2 \). To avoid the confusion with the addition of integers in \( \mathbb{R} \) denoted by + and \( \Sigma \), we denote the addition over \( F_2 \) by \( \oplus \) and \( \oplus_2 \). For simplicity, we denote by + the addition of vectors of \( F_2^n \). \( f(X) \) is generally represented by its algebraic normal form (ANF):

\[
f(X) = \bigoplus_{b \in F_2^n} \lambda_b \left( \prod_{i=1}^{n} x_i^{b_i} \right)
\]

where \( \lambda_b \in F_2 \), \( b = (b_1, \ldots, b_n) \). The algebraic degree of \( f(X) \), denoted by \( \text{deg}(f) \), is the maximal value of \( \text{wt}(u) \) such that \( \lambda_u \neq 0 \), where \( \text{wt}(b) \) denotes the Hamming weight of \( b \). \( f \) is called an affine function when \( \text{deg}(f) = 1 \). An affine function
whose constant term is equal to zero is called a linear function. Any linear function on \( \mathbb{F}_2^n \) is denoted by:
\[
\alpha \cdot X = \alpha_1 x_1 + \cdots + \alpha_n x_n,
\]
where \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{F}_2^n \). The Walsh transform of \( f \in \mathcal{B}_n \) in point \( \alpha \) is denoted by \( W_f(\alpha) \) and calculated as
\[
W_f(\alpha) = \sum_{X \in \mathbb{F}_2^n} (-1)^{f(X) \oplus \alpha X}.
\]
Let \( \text{supp}(f) = \{X \in \mathbb{F}_2^n : f(X) = 1\} \) denote the support of \( f \). \( f \in \mathcal{B}_n \) is said to be balanced if its output column in the truth table contains equal number of 0’s and 1’s, i.e., \( \#\text{supp}(f) = 2^{n-1} \) or equivalently \( W_f(0) = 0 \).

**Definition 1.** The nonlinearity of a Boolean function \( f \in \mathcal{B}_n \) is defined as the minimum Hamming distance to the set of all affine functions,
\[
N_f = \min_{\rho \in \mathcal{A}(n)} |\{X \in \mathbb{F}_2^n : f(X) \neq \rho(X)\}|.
\]
where \( \mathcal{A}(n) \) is the set of all affine functions on \( \mathbb{F}_2^n \).

The nonlinearity of \( f \) can be obtained through the Walsh transform as follows:
\[
N_f = 2^{n-1} - \frac{1}{2} L(f), \text{ where } L(f) = \max_{\alpha \in \mathbb{F}_2^n} |W_f(\alpha)|.
\]
The Parseval’s equation [16] states that
\[
\sum_{\alpha \in \mathbb{F}_2^n} (W_f(\alpha))^2 = 2^n
\]
and implies that
\[
N_f \leq 2^{n-1} - 2^{n/2 - 1}.
\]
The equality occurs if and only if \( f \in \mathcal{B}_n \) are bent functions, where \( n \) is even.

In [26], a spectral characterization of resilient Boolean functions has been presented, which we use here as a definition.

**Definition 2.** A Boolean function \( f \in \mathcal{B}_n \) is \( t \)-resilient if and only if its Walsh transform satisfies
\[
W_f(\alpha) = 0, \text{ for } 0 \leq \text{wt}(\alpha) \leq t, \alpha \in \mathbb{F}_2^n.
\]

**Definition 3** [5,17]. For \( f \in \mathcal{B}_n \), we define
\[
\mathcal{A}(f) = \{g \in \mathcal{B}_n : fg = 0\}.
\]
A Boolean function \( g \in \mathcal{A}(f) \) is an annihilator of \( f \). The algebraic immunity of \( f \), denoted by \( \text{AI}(f) \), is defined as
\[
\text{AI}(f) = \min\{\text{deg}(g) : g \in \mathcal{A}(f) \text{ or } g \in \mathcal{A}(f \oplus 1), g \neq 0\}
\]
\( f \) is said to have optimal algebraic immunity if \( \text{AI}(f) = \lceil \frac{n}{2} \rceil \) (For any \( f \in \mathcal{B}_n \), \( \text{AI}(f) \leq \lceil \frac{n}{2} \rceil \)).

Good algebraic immunity is a necessary but not sufficient condition for good resistance against FAA. The resistance against FFA of \( f \in \mathcal{B}_n \) is measured by considering the sum of the degrees of functions \( g \in \mathcal{B}_n \) and \( h \in \mathcal{B}_n \) in the relation of the form \( fg = h \). Set \( e = \text{deg}(g) \), \( d = \text{deg}(h) \). The cryptanalyst seeks for nonzero \( g, h \in \mathcal{B}_n \) so that \( e + d \) in the above relation is minimized. In other words, if one can find \( g \) of low degree and \( h \neq 0 \) of reasonable degree such that \( fg = h \), then FFA becomes efficient. The tuple \( (e, d) \) completely determines the complexity of the associated FFA. The ability to resist FFA is optimal if \( e + d \geq n \), and suboptimal if \( e + d \geq n - 1 \), for any \( e \in [1, \lceil n/2 \rceil - 1] \). The parameter \( \text{FAI}(f) \) refers to the immunity to resist FFA and it is defined as follows:
\[
\text{FAI}(f) = \min_{\substack{x,y \in \mathbb{F}_2^n \setminus 0 \setminus \mathcal{B} \setminus \mathcal{B}_n \setminus 0 \setminus \mathcal{B}}} \{\text{deg}(x) + \text{deg}(y) : fg = h\}.
\]

2.2. Disjoint linear codes and PA bent functions

We here briefly recall some basic facts concerning the Dillon’s PA class [7] of bent functions. Since our main construction method (cf. Section 3) uses the disjoint code representation of this class we give a recent (more general) result related to the problem of finding a set of disjoint linear codes.

**Construction 1** [31]. Let \( n = 2k \), and \( y \in \mathbb{F}_{2^k} \) be a root of a primitive polynomial \( f(x) \) of degree \( k \) over \( \mathbb{F}_2 \). Define a bijective mapping \( \pi : \mathbb{F}_{2^k} \mapsto \mathbb{F}_2^k \) by
\[
\pi(a_0 + a_1 y + a_2 y^2 + \cdots + a_{k-1} y^{k-1}) = (a_0, a_1, \ldots, a_{k-1})
\]
For $i = 0, 1, \ldots, 2^k - 2$, let
\[
G_i = \begin{pmatrix}
100 \cdots 00 & \pi (\gamma^i) \\
010 \cdots 00 & \pi (\gamma^{i+1}) \\
\vdots & \vdots \\
000 \cdots 01 & \pi (\gamma^{i+k-1})
\end{pmatrix} \mod 2^{k+1}
\]
be the generator matrix of an $[n, k]$ code $C_i$. Let $G_{2^k-1} = (I_k \ 0_{k \times k})$ and $G_{2k} = (0_{k \times k} \ I_k)$ be the generator matrix of $C_{2^k-1}$ and $C_{2k}$ respectively, where $I_k$ be a $k$-order identity matrix and $0_{k \times k}$ be a $k \times k$ zero matrix. Then, $\{C_0, C_1, \ldots, C_{2^k}\}$ is a set of $[n, k]$ disjoint linear codes.

**Lemma 1.** [7,32] Let $f \in B_n$ with $n = 2k$. Let $C = \{C_0, C_1, \ldots, C_{2^k}\}$ be a set of $[n, k]$ disjoint linear codes. Then $f$ is a $PS^−$ (resp. $PS^+$) bent function when it satisfies (i) (resp. (ii)):

(i) $\supp(f) = \bigcup_{i=0}^{2^k-1} C_i^*$, where $C_i^* = C_i \setminus \{0\}$,

(ii) $\supp(f) = \bigcup_{i=0}^{2^k-1} C_i$.

3. The main construction method

The main idea behind the construction presented below is to extend the support of a bent function $b \in B_n$ in $PS^−$ class by either additionally defining a bent function and its complement (when $n \equiv 0 \mod 4$) on two suitably chosen subspaces; or defining a semi-bent function and its complement on the same subspaces when $n \equiv 2 \mod 4$. In this way, the resulting function achieves extremely high nonlinearity but more importantly, as demonstrated below, it can always be turned into 1-resilient function by applying a suitable linear transformation of the input variables.

**Construction 2.** Let $n = 2k$, and $C = \{C_0, C_1, \ldots, C_{2^k}\}$ be a set of $[n, k]$ disjoint linear codes as in Construction 1. Let $X', X'' \in \mathbb{F}_2^n$, and $X = (X', X'') \in \mathbb{F}_2^{2n}$. We construct a function $f(X) \in B_n$ as follows:

\[
f(X) = \begin{cases}
1 & \text{if } X \in C_i^*, 0 \leq i \leq 2^{k-1} - 2 \\
0 & \text{if } X \in C_i, 2^{k-1} - 1 \leq i \leq 2^k - 2 \\
g(X') & \text{if } X \in C_{2^k-1} \\
g(X'') \oplus 1 & \text{if } X \in C_{2^k}
\end{cases}
\]

where

- $g \in B_k$ is a bent function if $k$ is even;
- $g \in B_k$ is a 1-resilient semi-bent function with $W_g(0) = 0$ if $k$ is odd.

**Theorem 1.** Let $f \in B_n$ be as in Construction 2. Then $N_f = 2^{n-1} - 2^{n/2-1} - 2^{[n/4]}$.

**Proof.** Note that $f(0) = 0$. For any $\alpha = (\alpha', \alpha'') \in \mathbb{F}_2^n$, where $\alpha', \alpha'' \in \mathbb{F}_2^k$, we have

\[
W_f(\alpha) = \sum_{X \in \mathbb{F}_2^n} (-1)^f(X) \oplus \alpha X
\]

\[
= (-1)^f(0) + \sum_{i=0}^{2^k} \sum_{X \in C_i^*} (-1)^f(X) \oplus \alpha X
\]

\[
= \sum_{i=0}^{2^{k-1}-2} \sum_{X \in C_i^*} (-1)^f(X) \oplus \alpha X + \sum_{i=2^{k-1}}^{2^k-2} \sum_{X \in C_i} (-1)^f(X) \oplus \alpha X
\]

\[
= \sum_{X \in C_{2^k-1}} (-1)^g(X') \oplus \alpha' X' + \sum_{X \in C_{2^k}} (-1)^g(X'') \oplus \alpha'' X'' \oplus 1
\]

\[
= U(\alpha) + W_g(\alpha') - W_g(\alpha''),
\]

where

\[
U(\alpha) = \sum_{i=0}^{2^{k-1}-2} \sum_{X \in C_i^*} (-1)^\alpha X + \sum_{i=2^{k-1}}^{2^k-2} \sum_{X \in C_i} (-1)^\alpha X.
\]

In the above derivation the term $(-1)^f(0)$ vanishes as we use the sum $\sum_{X \in C_{2^k}} (-1)^g(X'') \oplus \alpha'' X''$ to yield $W_g(\alpha'')$ instead of $\sum_{X \in C_{2^k}^*} (-1)^g(X'') \oplus \alpha'' X''$. In a similar manner, $(-1)^f(0)$ is added $2^{k-1}$ times to each sum in $U(\alpha)$ thus extending the summation to be over $C_i$ rather than over $C_i^*$. 
For \( i = 0, 1, \ldots, 2^k \), let \( C_i \) be the dual space of \( C_i \). Then, \( \{ C_0^+, C_1^+, \ldots, C_{2^k}^+ \} \) is also a set of disjoint linear codes. Furthermore, \( C_{2^k} = C_{2^k-1} \). Thus,

\[
\bigcup_{i=0}^{2^k-2} C_i = \bigcup_{i=0}^{2^k-2} C_i^+
\]

(13)

For any \( \alpha \in C_j^+ \), \( j = 0, 1, \ldots, 2^k \), we always have

\[
\sum_{X \in C_l} (-1)^{\alpha X} = \begin{cases} 0, & \text{if } i \neq j \\ +2^k, & \text{if } i = j. \end{cases}
\]

(14)

where \( 0 \leq i \leq 2^k \). Thus, for any \( \alpha \in C_j^+ \), we have

\[
U(\alpha) = \begin{cases} \pm 2^k, & \text{if } 0 \leq j \leq 2^k - 2 \\ 0, & \text{if } j = 2^k - 1, 2^k. \end{cases}
\]

(15)

For any \( \beta \in \mathbb{F}_2^k \), we have

\[
W_0(\beta) = \begin{cases} \{ \pm 2^{k/2} \}, & \text{if } k \text{ is even} \\ \{ 0, \pm 2^{(k+1)/2} \}, & \text{if } k \text{ is odd}. \end{cases}
\]

(16)

Then, for any \( \alpha \in C_j^+ \), \( j = 0, 1, \ldots, 2^k - 2 \), we have

\[
W_1(\alpha) = \begin{cases} \{ \pm 2^k, \pm (2^k + 2^{k-1}), \pm (2^k - 2^{k+1}) \}, & \text{if } k \text{ is even} \\ \{ \pm 2^k, \pm (2^k + 2^{k+1}), \pm (2^k - 2^{k+1}) \}, & \text{if } k \text{ is odd}. \end{cases}
\]

(17)

For any \( \alpha \in C_j^+ \), \( j = 2^k - 1, 2^k \), we have

\[
W_0(\alpha) = \begin{cases} \{ 0, \pm 2^{(k+1)/2} \}, & \text{if } k \text{ is even} \\ \{ 0, \pm 2^{(k+1)/2} \}, & \text{if } k \text{ is odd}. \end{cases}
\]

Therefore,

\[
\max_{\alpha \in \mathbb{F}_2^k} |W_1(\alpha)| = 2^k + 2^{(k/2)} + 1.
\]

(18)

By (3),

\[
N_f = 2^{n-1} - 2^{k-1} - 2^{[k/2]}
\]

\[
= 2^{n-1} - 2^{n/2-1} - 2^{[n/4]}.
\]

(19)

(20)

Notice that Construction 2 always yields nonbalanced functions since \( \text{wt}(f) = (2^{k-1} - 1) \cdot (2^k - 1) + (2^k - 1) = 2^{n-1} - 2^{k-1} \). Therefore, in order to make these functions 1-resilient we must in the first place ensure there are at least \( n+1 \) vectors whose Walsh transform is equal to zero out of which there are \( n \) linearly independent such vectors. Due to the intrinsic properties of the above construction, this is essentially always true as shown below.

**Lemma 2.** Let \( f \in B_n \) be as in Construction 2. Let \( M = \{ \alpha \mid W_1(\alpha) = 0, \, \alpha \in \mathbb{F}_2^k \} \). Then there always exist \( n \) linearly independent vectors in \( M \).

**Proof.** For any \( \beta \in \mathbb{F}_2^k \), we always have \( W_{g_{\overline{0}1}}(\beta) = -W_0(\beta) \). By the proof of Theorem 2, we know that

\[
M \subseteq C_{2k-1} \cup C_{2k}.
\]

More specifically,

\[
M = M_0 \cup M_1
\]

where

\[
M_0 = \{ \alpha \mid W_0(\alpha') = -W_{g_{\overline{0}1}}(0), \, \alpha \in C_{2k-1} \}
\]

(21)

(23)

and

\[
M_1 = \{ \alpha \mid W_{g_{\overline{0}1}}(\alpha'') = -W_0(0), \, \alpha \in C_{2k} \}.
\]

(24)

i) When \( k \) is even, \( g \) is a bent function. We have

\[
\#M_0 = \#M_1 = 2^{k-1} + 2^{k/2-1} - 1,
\]

(25)
which means
\[ \#M = 2^k + 2^{k/2} - 2. \]  
(26)

Noticing \( \#M_0 = \#M_1 > 2^{k-1} \), it is obvious that there exist \( k \) linearly independent vectors in \( M_0 \) and \( M_1 \) respectively. Note that \( C_{2^{k-1}} \cap C_{2^k} = \emptyset \). Then there must exist \( n \) linearly independent vectors in \( M. \)i) When \( k \) is odd, \( g \) and \( g \oplus 1 \) are 1-resilient semi-bent functions. By Definition 2,
\[ \{(\alpha', 0) \mid wt(\alpha') = 1, \ \alpha' \in \mathbb{F}_2^k \} \subset M_0 \]  
(27)
and
\[ \{(0, \alpha'') \mid wt(\alpha'') = 1, \ \alpha' \in \mathbb{F}_2^k \} \subset M_1 \]  
(28)

Obviously,
\[ \{\alpha \mid wt(\alpha) = 1, \ \alpha \in \mathbb{F}_2^n \} \subset M. \]  
(29)
So, there must exist \( n \) linearly independent vectors in \( M. \) \( \square \)

Next, we show that the constructed functions above can be transformed to a 1-resilient function. First, one can select \( n \) linearly independent vectors in \( M \) to form a set
\[ G = \{\omega_1, \omega_2, \ldots, \omega_n\}. \]  
(30)

Let \( \delta = a_1 \omega_1 \oplus a_2 \omega_2 \oplus \cdots \oplus a_n \omega_n \in M \setminus G \) with \( \sum_{i=1}^n a_i \equiv 0 \pmod{2}. \) Note that
\[
\begin{vmatrix}
a_1 \oplus 1 & a_2 & \ldots & a_n \\
a_1 & a_2 \oplus 1 & \ldots & a_n \\
\vdots & \vdots & \ddots & \vdots \\
a_1 & a_2 & \ldots & a_n \oplus 1
\end{vmatrix} \neq 0. \]  
(31)

We then have \( \delta \oplus \omega_1, \delta \oplus \omega_2, \ldots, \delta \oplus \omega_n \) are linearly independent. Let
\[ f_0(X) = f(X) \oplus \delta \cdot X. \]  
(32)

Obviously, \( f_0 \) is a balanced function since \( \delta \in M. \) Let now
\[ R = \begin{pmatrix} \delta + \omega_1 \\ \delta + \omega_2 \\ \vdots \\ \delta + \omega_n \end{pmatrix}. \]  
(33)

Then \( f_1(X) = f_0(R^{-1}X) \) is 1-resilient. Note that \( f, f_0 \) and \( f_1 \) have the same nonlinearity. Thus, we have the following theorem.

**Theorem 2.** Let \( n = 2k \geq 8 \) be even. A 1-resilient Boolean function \( f_1 \in \mathcal{B}_n \) with nonlinearity \( 2^{n-1} - 2^{n/2-1} - 2^{[n/4]} \) can be constructed. Moreover, the algebraic degree of \( f_1 \) is \( \lceil \frac{n+k}{2} \rceil \).

**Proof.** The part on nonlinearity follows from Theorem 2 and resiliency from the proof of Lemma 2. Since \( f_1 \) and \( f \) in Construction 2 are of the same degree it suffices to estimate \( \deg(f) \). Notice that \( f \) can be viewed as a bent function in \( \mathcal{PS}^* \) modified by adding two functions \( g \) and \( 1 \oplus g \). By selecting \( g \in \mathbb{B}_k \) to be of maximum degree \( \lceil \frac{k}{2} \rceil \) (covering both the bent and semi-bent case) we conclude that \( \deg(f) = \frac{n}{2} + \lceil \frac{k}{2} \rceil = \lceil \frac{n+k}{2} \rceil \). \( \square \)

The example below illustrates the possibility of obtaining functions achieving the upper bound on nonlinearity (for small \( n \)) for 1-resilient functions through a deterministic method.

**Example 1.** Let \( n = 8 \) and let \( f \) be constructed by means of Construction 2, thus using (11), where \( g \) is a bent function in \( \mathcal{B}_4 \) given by \( g(x_1, x_2, x_3, x_4) = x_1 x_2 \oplus x_3 x_4 \). Its truth table in hexadecimal format is given by

\[
\begin{array}{cccccccccccccccc}
66e1 & 562c & 722c & 9527 & 7a0c & 05d3 & 1726 & a9d1 & 7a88 & 6ac8 & 0573 & e8d8 & 962e & 8537 & 89d3 & 68d1 \\
\end{array}
\]

The Walsh spectra of this function is depicted in Table 1. Noticing that \( W_f(10 \cdots 0) = 0 \), adding a linear function \( \delta \cdot X = x_1 \) as in (32) we get a balanced function \( f_0 = f + x_1 \). Then, applying a linear transformation (33) a 1-resilient function \( f_1 \) is obtained. Its truth table is given by

\[
\begin{array}{cccccccccccccccc}
7afa & ba05 & 3b8e & 2562 & 0477 & 4fa8 & 05e6 & 65e3 & 440d & 59de & 3d72 & ae21 & b471 & ce2c & d6b0 & d29d \\
\end{array}
\]
The function \( f_1 \) is 1-resilient, its nonlinearity is 116, \( \deg(f_1) = 6 \), and \( FAI(f_1) = 4 \). Thus, all these parameters attain their optimal values. It can be checked that its resistance to fast algebraic attacks is almost optimal, that is, there exists a pair of functions \( g, h \neq 0 \) of degree \( \deg(g) = e = 2 \) and \( \deg(h) = d = 5 \) satisfying the relation \( fg = h \). Moreover, we always have \( FAI(f) = n - 1 \) (i.e. \( e + d \geq 7 \)).

**Example 2.** A \((12, 1, 9, 2008)\) function with \( AI(f) = 6 \) and \( FAI(f) = 9 \) can be constructed whose truth table is given in Appendix. This is a large improvement over the best known nonlinearity for 1-resilient functions in [23], cf. Table 3. The Walsh spectra of this function is depicted in Table 2. A closer inspection, in terms of the Parseval's equality, indicates the hardness of suppressing further a large number (which is 509 + 471 = 980) of the maximum absolute values (which is 80) in the spectra.

In Table 3, we compare the nonlinearity of our construction to some currently best known methods for generating 1-resilient functions. Notice that the functions in [13] are constructed recursively using an initial 1-resilient function with nonlinearity 116 found by computer search.

### 3.1. A comparison to other construction methods

In Table 2, we give a few instances of nonlinearity values for relatively small values of \( n \). In this section we compare the lower bounds on nonlinearity of different construction methods to the nonlinearity \( 2^n - 2^{n/2 - 1} - 2^{n/4} \) given in Theorem 2. We notice that for certain methods such as the design in [11] a lower bound is not given and therefore the analysis is omitted, thus Table 2 is valid in such cases.

In [29] the so-called GMM class of resilient functions were presented and the lower bound on nonlinearity for 1-resilient functions (which is actually the exact value) was shown to be better than the bound in [30] for any \( n \) and the order of resilience \( t \). Since prior to the appearance of GMM class the best known method for providing resilient functions with highest nonlinearity was given in [30], it suffices to compare the lower bound for the GMM class in [29] with our nonlinearity. The lower bound for \( m \)-resilient functions in [29], for even \( n \), equals to

\[
N_f \geq 2^{n-1} - 2^{n/2 - 1} - \sum_{i=n/2+1}^{e} a_i \cdot 2^{n-i-1},
\]

where \( (a_{n/2}, \ldots, a_{n-m-1}) \in \mathbb{F}_2^{n/2-m} \) (with \( a_{n/2} = 1 \)) is a binary vector such that \( \sum_{i=n/2}^{n-m-1} a_i 2^i \) is maximal, satisfying at the same time,

\[
\sum_{i=n/2}^{n-m-1} \left( a_i \cdot 2^{n-i} \sum_{j=i+1}^{n-i} \binom{n-i}{j} \right) \geq 2^n,
\]

and \( e = \max \{ i \mid a_i \neq 0, \; n/2 \leq i \leq n - m - 1 \} \). Therefore, for \( m = 1 \) it is sufficient to show that \( 2^{[n/4]} < \sum_{i=n/2+1}^{n-1} a_i \cdot 2^{n-i-1} \). Since \( a_{n/2} = 1 \), then the condition (35) can be rewritten as,

\[
2^{n/2} \sum_{j=2}^{n/2} \binom{n/2}{j} + \sum_{i=n/2+1}^{n-2} \left( a_i \cdot 2^{n-i} \sum_{j=2}^{n-i} \binom{n-i}{j} \right)
= 2^{n/2}(2^{n/2} - n/2 - 1) + \sum_{i=n/2+1}^{n-2} \left( a_i \cdot 2^{n-i} \sum_{j=2}^{n-i} \binom{n-i}{j} \right) \geq 2^n.
\]
which gives the condition
\[
\sum_{i=n/2+1}^{n-2} a_i \cdot 2^{n-i} \sum_{j=2}^{n-i} \left( n - i - j \right) \geq (n/2 + 1)2^{n/2}.
\]

Now, due to the bound for the GMM class given by (34), it is enough to show that taking \( a_{n-1 - [n/4]} = 1 \) and \( a_i = 0 \) for \( i > n - 1 - [n/4] \), the condition (36) is impossible to satisfy. Indeed, it can be shown that
\[
2^{[n/4]} \sum_{j=2}^{[n/4]} \left( [n/4] - j \right) > 2^{[n/4]-1} \sum_{j=2}^{[n/4]-1} \left( [n/4] - j \right) \geq (n/2 + 1)2^{n/2},
\]
for any choice of the binary coefficients \( a_i \), where \( n - [n/4] \leq i \leq n - 2 \). Thus, we need to show that
\[
2^{[n/4]+1} \sum_{j=2}^{[n/4]+1} \left( [n/4] + 1 - j \right) < (n/2 + 1)2^{n/2},
\]

implying the impossibility of constructing such functions using the GMM method. When \( n \equiv 0 \) (mod 4) this is easily confirmed by noting that for \( n \geq 8 \) we have \((n/2 + 1)2^{n/2} > 2^{n/2+2}\) whereas \(2^{[n/4]+1} \sum_{j=2}^{[n/4]+1} ([n/4]+1 - j) < 2^{n/2+2}\). On the other hand, when \( n \equiv 2 \) (mod 4) then the same reasoning is valid for \( n \geq 14 \) and (37) is satisfied. The case \( n = 10 \) can be verified directly (having 16 · 11 < 6 · 32 in (37)) which then implies that the nonlinearity \( 2^{n-1} - 2^{n/2-1} - 2^{n/2} \) is greater than the lower bound in [29] for any even \( n \geq 8 \).

Unfortunately, due to a deterministic nature of Construction 2 the existence of quadratic degree multipliers \( g \) such that \( fg = h \), where \( \deg(h) = \frac{n}{2} + 1 \), could be observed for all input instances. This implies that the resistance against FAA is always given by \( FAI(f) = \frac{n}{2} + 3 \), which for practical sizes of \( n \), say \( 16 \leq n \leq 20 \), gives a relatively large deviation from the optimal case \( FAI(f) = n \). Nevertheless, notice that the optimal resistance to FAA is rarely satisfied by any of the known constructions, one example of such a function was found in [2] for \( n = 9 \). Therefore, any design achieving a suboptimal resistance which ensures that \( FAI(f) = n - 1 \) (providing sufficient protection of the cipher against algebraic cryptanalysis) is commonly considered as extremely good. In the next section, we show that we can apply a suitable modification to the functions designed by means of Construction 2 so that the modified functions become balanced and reach this suboptimal resistance to FAA, that is, \( FAI(f) = n - 1 \). On the other hand, we cannot transform these functions into 1-resilient and the nonlinearity is slightly decreased.

4. A class of balanced functions with excellent algebraic properties

Simulations show that a function \( f(X) \) in Construction 2 has a moderate resistance to FAA. The ability against FAA of \( f(X) \) can be efficiently improved by adding an “adjustive” function \( \Delta(X) \) with “small” weight \( N \), i.e., \#\( \text{supp}(\Delta) \leq N \). The adjustable function \( \Delta(X) \) is constructed in accordance to the following rules.

- For \( i = 0, 1, \ldots, 2^k \),\( \Gamma_i = \text{supp}(\Delta) \cap C^*_i \) with \#\( \Gamma_i \in \{\tau_i, \tau_i + 1\} \), where \( \tau_i = \lceil N/(2^k + 1) \rceil \).
- \( f'(X) = f(X) \oplus \Delta(X) \) satisfy \( FAI(f) = n - 1 \).
- \( N \) should be as small as possible to preserve a good nonlinearity of \( f(X) \).

Next we check the Walsh spectra of \( f'(X) \). Suppose that \( W_{\delta}(\delta) = 0 \). Then the function
\[
f''(X) = f'(X) \oplus \delta \cdot X
\]
is a balanced function as desired. Simulations confirm that \( f'' \) can have high nonlinearity, optimal algebraic degree, optimal algebraic immunity, \( FAI(f) = n - 1 \). The importance of this result lies in the fact that we are able to obtain a class of functions with currently best nonlinearity compared to other classes having the same resistance to FAA.

Table 4 gives a comparison of our results to other construction methods in terms of nonlinearity. We also indicate the number of points \( N \) for which the modifications have been made. Notice that since \( \Gamma_i = \text{supp}(\Delta) \cap C^*_i \), in almost all the

<table>
<thead>
<tr>
<th>( n )</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>116</td>
<td>486</td>
<td>1994</td>
<td>8084</td>
<td>32554</td>
</tr>
<tr>
<td>( N ) (4 Modif.)</td>
<td>0</td>
<td>6</td>
<td>36</td>
<td>134</td>
<td>518</td>
</tr>
<tr>
<td>Ref[27]</td>
<td>114</td>
<td>480</td>
<td>1988</td>
<td>8072</td>
<td>32530</td>
</tr>
</tbody>
</table>
cases the modification on each $C_i^*$ is performed on at most 2 points (apart from the case $n = 10$) since $\tau_i = 1$ and therefore $\#G_i \in \{1, 2\}$.

**Remark 1.** We remark that the results in Table 4 can be slightly improved in the case a larger computer search for optimized positions of modifications would be performed. Based on the computer simulations the resistance to FAA always becomes better (or remains the same) if more modifications have been performed, but the main problem is to ensure that the nonlinearity does not degrade severely.

The following two examples fully specify two functions (for $n = 10$ and $n = 12$), with excellent algebraic properties obtained by the above mentioned modification. Notice also that in Table 4 no modification was needed when $n = 8$ and only 6 entries were modified for $n = 10$.

**Example 3.** The truth table below corresponds to a $(10,0,9,486)$ function $f$ with $AI(f) = 5$ and $FAI(f) = 9$ obtained by modifying a $(10,1,8,488)$ function $FAI(f) = 8$ designed using Construction 2.

| 16a5 99c3 | 3acd b426 e532 4b59 873a 4bd9 ed32 4b19 e85e b826 3ac5 b426 6cfe ca08 6db0 4b09 120d 35f7 073a 43d9 6c5e ba24 9acd b426 930b 15ff 930b 15d7 b31a 47db d6b2 cb08 6cfa ba24 ecf2 ea08 931b 45db 053a 4bd9 173a 43d9 91a1 47d9 edf2 ea08 12cd b4a6 edb2 4b19 ecf5 ea20 6d2b cb09 930b 1dbb 130b 55db 6b85 b826 edf2 cb08 |

**Example 4.** The truth table of a balanced $(12,0,1,11994)$ function $f$ with $AI(f) = 6$ and $FAI(f) = 11$, obtained by modifying $N = 36$ entries of the original function, is given in Appendix.

**Open problem 1.** We attempt to keep the resiliency of order one and to ensure an almost optimal resistance to FAA at the same time have failed. Nevertheless, a deterministic structure of the zeros in the Walsh spectra given in Lemma 2 may possibly be used in order to perform more sophisticated modifications (preserving $n$ linearly independent vectors whose Walsh transform equals to zero). This is, however, left as an interesting open problem.

## 5. Conclusions

In this article we propose a novel construction method based on a suitable modification of bent functions in the $P/S$-class. This modification is characterized with the existence of sufficiently many linearly independent vectors for which the Walsh spectra equals to zero, thus allowing us to transform these functions into 1-resilient functions with currently best nonlinearity value and to improve the lower bound on nonlinearity of this class. A moderate resistance to fast algebraic cryptanalysis of these functions is then significantly improved. That is, by transforming originally nonbalanced functions into the balanced ones, by using suitable modifications of the truth tables, of a function satisfying almost all the relevant cryptographic criteria at the same time is obtained.
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### Appendix

The truth table of a $(12, 1, 9, 2008)$ function in Example 2, with $AI(f) = 6$ and $FAI(f) = 9$.

| 24cf 2b3a c06e 6d47 ae21 59e4 2a6f 1700 3efc 38ab d86e 6d8a ae49 89a1 216b 0c16 9fc6 b8eb d82e 798a 8749 89a1 316b 0c5b 8730 f47b 7aaf 32a8 4149 891b 95e3 8c7e 81cf 0b56 625c cd7c be53 8be4 6ad2 d401 fecf 0ba9 d854 cd82 be4c f5bc 6a2d 9c81 00cf 0b54 275e cd75 be3b 7ae4 2ad0 f300 fa54 b84c 852f 30e1 c196 76b9 951c 637f e389 473f 81d5 8e75 78b6 75e6 ce14 f3a0 fe31 c7a9 9891 fb63 59fc f55e de2d 28a1 8114 b453 72af 325e c171 8b99 95e2 dc7f 7e2b 4a9b 99d1 cf83 7e0c f446 6a2d 2a81 1734 b46b 8af6 32a8 c149 8915 95eb 0c7f c04d b814 272e 3175 85b6 76b1 3594 f73e 81ab 4b53 7ad1 cf1e 3e71 8b46 6ae2 dc80 e8eb 4b84 0750 cf75 3eb6 7666 6a14 f380 8039 c754 2791 967d 59b3 3a5e ced0 f3a1 01cf 4b56 6250 cd7e 3e73 8be6 6ad2 d481 853b 4773 7ad1 8e9a 7869 895e ce33 8c81 fe31 c7a8 9d19 92a1 518c 745e de0d 2be8 17fc 0b7b 786e ed8a ae49 89e4 2aeb 001c 016c 3856 276e 797c 87b3 0aa1 31d2 635f e030 f414 0791 9275 51b6 761b d594 031b 4753 62d1 ce59 7a73 8be4 caf2 d480 85cf bc73 7a7e cd1a ae99 89e4 2ae3 9cc0 fe30 f4ac 8591 32a1 51be 741b d51d 231f 5e4b 3a4f 9d4f 3081 c18c 7499 952d 2b7e 7839 c784 85d1 8665 786b 765e ce1c 73a0 852b 4f7b 7ad1 ce9a 7a49 89f4 cea3 8c80 0d4b 4b56 272e 317d 85b3 2ab9 15d0 f37f 1730 d6eb f891 928a 5149 891b d56b 0cfe 0130 d773 7a91 921e 5171 8bf1 d7e2 9ce8. |
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