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Abstract—In this paper a novel approach of finding disjoint linear codes is presented. The cardinality of a set of \([u,m,t+1]\) disjoint linear codes largely exceeds all the previous best known methods used for the same purpose. Using such sets of disjoint linear codes, not necessarily of the same length, we have been able to provide a construction technique of \(t\)-resilient S-boxes \(F : \mathbb{F}_2^u \rightarrow \mathbb{F}_2^m\) \((n \text{ even}, 1 < m \leq \lfloor n/4 \rfloor)\) with strictly almost optimal nonlinearity \(2^{n-1} - 2^{n/2}.\) This is the first time that the bound \(2^{n-1} - 2^{n/2}\) has been exceeded by multiple output resilient functions. Actually, the nonlinearity of our functions is in many cases equal to the best known nonlinearity of balanced Boolean functions. A large class of previously unknown cryptographic resilient S-boxes is obtained, and several improvements of the original approach are proposed. Some other relevant cryptographic properties are also briefly discussed. It is shown that these functions may reach Siegenthaler’s bound \(n-t-1,\) and can be either of optimal algebraic immunity or of slightly suboptimal algebraic immunity, which was confirmed by simulations.
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I. INTRODUCTION

A classical method for constructing keystream generators is to combine a set of linear feedback shift registers (the scheme being known as the nonlinear combiner [20]) with a nonlinear Boolean function. The Boolean function \(f(X_n), f : \mathbb{GF}(2)^n \rightarrow \mathbb{GF}(2)^m,\) where \(X_n = (x_1, \ldots, x_n) \in \mathbb{GF}(2)^n,\) must fulfill certain properties in order to increase the time/space complexity of different attacks. Common attacks are the correlation attack introduced by [25], Berlekamp-Massey linearity synthesis attack [16] and different linear approximation attacks [9]. The most important criteria these functions should satisfy are: balancedness, high nonlinearity, high algebraic degree, some correlation immunity (for balanced functions, correlation immunity is usually referred to as resiliency), and good resistance to algebraic attacks. Especially, the nonlinearity measures the distance of \(f\) to the set of affine functions, whereas the resiliency provides the balancedness of the output (equal number of zeros and ones when \(X_n \in \mathbb{GF}(2)^n\)) even though a certain number of input variables is kept fixed. A high nonlinearity and resiliency order result then in a greater ability of the cipher (for instance in the case of nonlinear combiners) to resist various kind of affine approximations of the cipher.

In a modern design of a stream cipher, one might in many situations want to consider functions mapping to a block of output bits, i.e., functions of the form \(F : \mathbb{GF}(2)^n \rightarrow \mathbb{GF}(2)^m\) \((n\text{-input } m\text{-output functions}),\) where \(m > 1.\) In the block cipher design such functions are referred to as \((n,m)\) S-boxes (substitution boxes). S-boxes are well studied objects, and different important criteria have been considered. Apart from the standard criteria of having high nonlinearity and high algebraic degree, other criteria include balancedness, differential properties etc..

The design of resilient S-boxes with high nonlinearity plays an important role in designing certain stream cipher schemes and have received a lot of attention since mid-1990s. Unlike the design of Boolean functions, the construction of highly nonlinear resilient S-boxes appears to be more difficult and is more structure based. This is especially true when the resiliency criterion is concerned, the criterion introduced by Chor et al. [7], and independently by Bennett et al. [1]. Informally, a function \(F : \mathbb{GF}(2)^n \rightarrow \mathbb{GF}(2)^m,\) represented as a collection of \(m\) Boolean functions, i.e., \(F = (f_1, \ldots, f_m),\) is resilient of order \(t\) if any nonzero linear combination (of weight at most \(t\)) of its component functions \(f_i\) still generate a balanced output. For convenience, the notation \((n,m,t)\) will refer to a \(t\)-resilient \((n,m)\) S-box, whereas for \(t = 0\) an \((n,m,0)\) S-box simply refers to a balanced \((n,m)\) S-box. In the case of Boolean functions \((m = 1),\) it turns out that balanced correlation immune functions introduced by Siegenthaler [25] are a special case of resilient functions. The best affine approximation attack [9] and linear approximation attack [17] show that the nonlinearity is a vital criterion for designing cryptographically strong S-boxes. For even \(n \geq 2m,\) the \((n,m)\) S-boxes achieving the maximum possible nonlinearity \(2^{n-1} - 2^{n/2-1}\) are called perfect nonlinear S-boxes [23]. However, perfect nonlinear S-boxes can not be resilient. To the best of our knowledge, for \(m > 1,\) the nonlinearity of the resilient \((n,m)\) S-boxes obtained by the existing constructions is at most \(2^{n-1} - 2^{n/2},\) and it is an open problem whether this value is the maximum possible.

An \((n,m)\) S-box is called strictly almost optimal if its nonlinearity exceeds the value \(2^{n-1} - 2^{n/2}.\) In this paper, we will show that resilient \((n,m)\) S-boxes with strictly almost optimal nonlinearity can be constructed.
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We first give a brief summary of previous results related to the construction of highly nonlinear resilient \((n,m,t)\) S-boxes.

1) Zhang and Zheng [29] proposed a method for transforming a linear \((n,m,t)\) S-box \(F\) to a nonlinear \((n,m,t)\) resilient S-box \(F' = G(F)\) whose nonlinearity is \(N_{F'} = 2^{n-m}N_{G}\), where \(G\) is a permutation on \(\mathbb{F}_2^n\) and \(N_{G}\) is the nonlinearity of \(G\). Note that, as \(N_{G} \leq 2^{2n-1} - 2^{(m-1)/2}\) [3], we always have \(N_{F'} \leq 2^{n-1} - 2^{n-(m+1)/2}\).

2) Kurosawa et al. [14] gave a simple method to construct new resilient S-boxes from old ones. Let \(\Phi(X_{n-1})\) be an \((n-l, m, t)\) S-box with nonlinearity \(N_{\Phi}\) and \(\Psi(Y_{l})\) be a \((l, m)\) perfect nonlinear S-box. Then \(F(X_{n-1}, Y_{l}) = \Phi(X_{n-1}) \oplus \Psi(Y_{l})\) is an \((n, m, t)\) S-box with nonlinearity \(N_{F} = 2^{n-1} - 2^{n-(l/2-1) + 1/2}N_{\Phi}\). Obviously, \(F\) is strictly almost optimal if and only if \(\Phi\) is strictly almost optimal.

3) Chen and Fu [5] also presented a generalized linear method for constructing new resilient S-boxes with nonlinearity \(N_{\Phi}\) and \(\Psi(Y_{l})\) be a \((l, m)\) perfect nonlinear S-box. Then \(F(X_{n-1}, Y_{l}) = \Phi(X_{n-1}) \oplus \Psi(Y_{l})\) is an \((n, m, t)\) S-box with nonlinearity \(N_{F} = 2^{n-1} - 2^{n-(l/2-1) + 1/2}N_{\Phi}\). Obviously, \(F\) is strictly almost optimal if and only if \(\Phi\) is strictly almost optimal.

4) Cheon [6] proposed a method to construct \((n, m, t)\) resilient S-boxes for any non-negative integer \(D\), whenever an \([n - D - 1, m, t + 1]\) linear code exists. This function has algebraic degree \(D\) and nonlinearity \(2^{n-1} - 2^{n-D-1} + 2^{n/2} + 2^{n-D-2}\). This method may provide high algebraic degree but it does not provide good nonlinearity.

5) Johansson and Pasalic [12] showed that a sufficiently large set of \([n - d, m, t + 1]\) disjoint linear codes can produce a \((n, m, t)\) S-box with nonlinearity \(2^{n-1} - 2^{n-d-1}\). This method leads to the problem of constructing a set of disjoint linear codes [4], [21].

6) Instead of using disjoint linear codes, Pasalic and Maitra [24] only considered one single linear code along with highly nonlinear S-boxes for their construction. Given a \([u,m,t+1]\) linear code they showed that it is possible to construct an \((n,m,t)\) S-box with high nonlinearity for \(n > u\).

7) In [11], Gupta and Sarkar gave a simple modification of the construction due to Zhang and Zheng [29], and obtained \((n,m,t)\) S-boxes with algebraic degree \(d > m\). The other construction used a sharpened version of the Maiorana-McFarland technique to construct nonlinear resilient functions. They improved the results in [24] by utilizing all the \(2^{k-1} - 1\) nonzero codewords of a \([u,m,t+1]\) linear code rather than only \(2^{k-1}\) codewords.

However, none of the methods mentioned above generate \((n, m, t)\) S-boxes with strictly almost optimal nonlinearity.

Our approach taken here follows the basic ideas introduced in [12], which resolves the problem of using the (nonzero) codewords of \([u,m,t+1]\) disjoint linear codes in order to construct a strictly almost optimal \(m\)-resilient function \(F : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^m\) for \(n > u\). If \([u,m,t+1]\) disjoint linear codes of a single length \(u\) are used, the construction may be viewed as a concatenation of linear functions in \(u\) variables whose weight is at least \(t+1\). These linear \(t\)-resilient functions are concatenated in a suitable manner, using a suitable different placement, to provide \(m\) component functions of \(F\). This particular placement of linear subfunctions ensures that these linear subfunctions are never repeated in the concatenation even in the case the linear combinations of the component functions are considered. Such a function \(F\) is an \((n,m,t)\) function, and its nonlinearity equals to \(2^{n-1} - 2^{u-1}\); see Section IV and Lemma 2 for further details.

The best known technique for finding a large set of disjoint linear codes has been proposed in [4] and later it has been generalized to nonbinary codes using algebraic geometry methods [21]. The latter technique only improves some lower bounds on the number of disjoint linear codes in a few cases of practical interest, whereas the former approach uses flats of appropriate dimension in suitable projective spaces corresponding to disjoint linear codes. However, the approaches above are both limited by certain divisibility restrictions. In the case of \([u,m,t+1]\) disjoint linear codes from projective geometry the condition is that \(m|u\), whereas the approach based on algebraic geometry uses a concatenation such that from a small \([u,m,d]\) linear code one can obtain a number of \([ru,sm,vd]\) disjoint linear codes, where the parameters \(r,s,v\) can be determined using some results from algebraic geometry.

To illustrate the quality of the lower bound given in [21] we consider a construction of \([18,4,6]\) disjoint linear codes for which it has been deduced that the number of these codes is \(\geq 24\). Note that since \(4|18\) the method in [4] is not applicable. On the other hand, using our approach given in the next section the number of these codes is 12882 which is a tremendous improvement compared to the above methods.

Another contribution of this work is imposed by our basic goal, which is crossing the nonlinearity bound \(2^{n-1} - 2^{n/2}\) attained by so called almost optimal functions. It can be easily checked that the use of codewords of length greater than \(n/2\) would imply that the nonlinearity of such functions is \(\leq 2^{n-1} - 2^{n/2}\), thus the maximum length of our codes is then \(n/2\). On the other hand, we cannot possibly have sufficiently many \([n/2,m,t]\) disjoint linear codes for the construction of an \((n,m,t)\) function since the nonlinearity of such a function would be \(2^{n-1} - 2^{n-2}\) which corresponds to bent functions. Therefore, to achieve higher nonlinearity of almost optimal functions, we are obliged to use some disjoint linear codes of smaller length than \(n/2\) as well. Consequently, our function can also be represented as a concatenation of linear functions in \(n/2\) variables together with linear functions in smaller number of variables (the number of variables \(k\) will later correspond to the length of the smallest code used). The efficiency of our method for finding a large set of disjoint linear codes together with the novel approach and combining these smaller codes in the construction leads to currently superior nonlinearities of our functions. Furthermore, the approach taken here can be combined with some known methods of obtaining highly nonlinear balanced Boolean functions [10], [26]. The nonlinearities of balanced S-boxes designed in this way is comparable to the best known nonlinearities of balanced Boolean functions.
The rest of this paper is organized as follows: Section II introduces some basic definitions and discusses cryptographic criteria for S-boxes. In Section III, a large set of \([n, m, t+1]\) disjoint linear codes are constructed. Based on the use of disjoint linear codes, Section IV provides a construction technique for resilient S-boxes with nonlinearity > 2\(^{n-1} - 2^{n/2}\), where \(n\) is even and 1 < \(m\) ≤ \(n/4\). This construction technique is improved in Section V, and furthermore the construction of balanced S-boxes with extremely good nonlinearity is proposed. In Section VI we consider the algebraic properties of our S-boxes. Finally, Section VII concludes this paper.

II. PRELIMINARIES

A. Boolean functions

Let \(B_n\) denote the set of Boolean functions in \(n\) variables, and denote by \(F_2^n\) and \(F_2^n\) the vector space \(GF(2)^n\) and the corresponding finite field \(GF(2^n)\), respectively. \(F_2^n\) is identified with \(F_2^n\) in this paper. A Boolean function \(f(x_n) \in B_n\) is a function from \(F_2^n\) to \(F_2\), where \(x_n \in F_2^n\) and \(F_2^n\) is the vector space of tuples of elements from \(F_2\). To avoid confusion with the additions of integers in \(\mathbb{R}\) denoted by + and \(\Sigma\), we denote the additions over \(F_2\) by \(\oplus\) and \(\oplus\). For simplicity, we denote the addition of vectors of \(F_2^n\) by + throughout this article.

For \(x_n = (x_1, \ldots, x_n)\), a Boolean function \(f(x_n) \in B_n\) is generally represented by its algebraic normal form (ANF):

\[
f(x_n) = \bigoplus_{b \in F_2^n} \lambda_b (\prod_{i=1}^{n} x_i^{b_i}), \tag{1}
\]

where \(\lambda_b \in F_2\), \(b = (b_1, \ldots, b_n) \in F_2^n\). The algebraic degree of \(f(x_n)\), denoted by \(deg(f)\), is the maximal value of \(wt(b)\) such that \(\lambda_b \neq 0\), where \(wt(b)\) denotes the Hamming weight of \(b\). \(f\) is called an affine function when \(deg(f) = 1\). An affine function with constant term equal to zero is called a linear function. Any linear function on \(F_2^n\) is denoted by:

\[
\omega \cdot x_n = \omega_1 x_1 + \cdots + \omega_n x_n, \tag{2}
\]

where \(\omega = (\omega_1, \ldots, \omega_n)\), \(x_n = (x_1, \ldots, x_n) \in F_2^n\).

The Walsh transform of \(f \in B_n\) in point \(\omega\) is denoted by \(W_f(\omega)\) and calculated as

\[
W_f(\omega) = \sum_{x_n \in F_2^n} (-1)^{f(x_n) \oplus \omega \cdot x_n}. \tag{3}
\]

Let \(supp(f) = \{x_n \in F_2^n \mid f(x_n) = 1\}\) denote the support of \(f\). \(f \in B_n\) is said to be balanced if its output column in the truth table contains equal number of 0’s and 1’s, i.e., \(\#supp(f) = 2^{n-1}\), or equivalently, \(W_f(0) = 0\).

**Definition 1:** The nonlinearity of a Boolean function \(f \in B_n\), denoted by \(N_f\), is defined as the distance to the set of all affine functions,

\[
N_f = \min_{\rho \in \mathbb{A}(n)} \# \{x_n \in F_2^n : f(x_n) \neq \rho(x_n)\}, \tag{4}
\]

where \(\mathbb{A}(n)\) is the set of all affine functions on \(F_2^n\).

The nonlinearity of \(f\) can be obtained through the Walsh transform as follows [19]:

\[
N_f = 2^{n-1} - \frac{1}{2} \mathcal{L}(f), \quad \text{where} \quad \mathcal{L}(f) = \max_{\omega \in F_2^n} |W_f(\omega)| \tag{5}
\]

Parseval’s equation [15] states that

\[
\sum_{\omega \in F_2^n} (W_f(\omega))^2 = 2^{2n}, \tag{6}
\]

which implies that \(N_f \leq 2^{n-1} - 2^{n/2-1}\). The equality occurs if and only if \(f \in B_n\) are bent functions, where \(n\) is even. \(f \in B_n\) is said to be strictly almost optimal if \(N_f > 2^{n-1} - 2^{[n/2]}\).

In [28], a spectral characterization of resilient Boolean functions has been derived, which is stated here as a definition.

**Definition 2:** A Boolean function \(f \in B_n\) is \(t\)-resilient if and only if its Walsh transform satisfies

\[
W_f(\omega) = 0, \quad \text{for} \quad 0 \leq wt(\omega) \leq t, \omega \in F_2^n. \tag{7}
\]

**Definition 3 ([18]):** Given \(f \in B_n\), define

\[
AN(f) = \{g \in B_n \mid f \cdot g = 0\}. \tag{8}
\]

Any function \(g \in AN(f)\) is called an annihilator of \(f\). The algebraic immunity, denoted by \(AI(f)\), of function \(f\) is the minimum degree of all non-zero annihilators of \(f\) and \(f \oplus 1\).

B. Cryptographic criteria for S-boxes

In this section we give an overview of some of the most important cryptographic criteria related to S-boxes. Note that there are other criteria such as propagation properties, avalanche criterion etc. but these are not considered in the sequel and therefore their definitions are omitted.

An \((n, m)\) S-box can be represented as a mapping \(F : F_2^n \rightarrow F_2^m\), which in turn can be viewed as a collection of \(m\) Boolean functions so that \(F(x_n) = (f_1(x_n), \ldots, f_m(x_n))\), where \(f_1, \ldots, f_m \in B_n\). The algebraic degree of \(F\), denoted by \(deg(F)\), is defined as the minimum among the algebraic degrees of all nonzero linear combinations of the component functions of \(F\), namely,

\[
deg(F) = \min_{c \in F_2^m} \deg \left( \bigoplus_{i=1}^{m} c_i f_i(x_n) \right), \tag{9}
\]

where \(c = (c_1, \ldots, c_m) \in F_2^m\). \(F_{2m}^\ast\) \(\{0\}\).

In a similar way the algebraic immunity of an \((n, m)\) S-box is defined as,

\[
AI(F) = \min_{c \in F_2^m} AI \left( \bigoplus_{i=1}^{m} c_i f_i(x_n) \right). \tag{10}
\]

It is known that \(AI(F) \leq [n/2]\). We call the algebraic immunity of \(F\) optimal if \(AI(F) = [n/2]\), and is suboptimal if \(AI(F) = [n/2] - 1\).

**Definition 4 ([29]):** An \((n, m)\) S-box

\[
F(x_n) = (f_1(x_n), \ldots, f_m(x_n))
\]

called \(t\)-resilient if and only if for any \(c = (c_1, \ldots, c_m) \in F_2^m\), \(f_c(x_n) = \bigoplus_{i=1}^{m} c_i f_i(x_n)\) is a \(t\)-resilient function.

Siegenthaler [25] showed that \(deg(f_c) \leq n - t - 1\) for \(c \in F_2^m\). Then, we also have \(deg(F) \leq n - t - 1\). When \(deg(F) = n - t - 1\), we call \(F\) reach Siegenthaler’s bound.

**Definition 5:** The nonlinearity of an \((n, m)\) S-box \(F = (f_1, \ldots, f_m)\), denoted by \(N_F\), is defined as

\[
N_F = \min_{c \in F_2^m} N_{f_c}, \tag{11}
\]

where \(N_{f_c}\) is the nonlinearity of \(c\), and only if its Walsh transform satisfies

\[
W_f(\omega) = 0, \quad \text{for} \quad 0 \leq wt(\omega) \leq t, \omega \in F_2^n. \tag{12}
\]
where \( f_c = \bigoplus_{i=1}^{m} c_i f_i \).

Obviously, we can use the linearity measure as previously so that \( N_F = 2^{n-1} - \frac{1}{4} \Lambda(F) \) where

\[
\Lambda(F) = \max_{c \in \mathbb{Z}_2^n} L(f_c). \tag{10}
\]

A function \( F : \mathbb{F}_2^n \mapsto \mathbb{F}_2^m \) is called a perfect nonlinear \((n, m)\) S-box if for every nonzero \( c \in \mathbb{F}_2^n \) the function \( f_c \) is a bent function, and therefore unbalanced. It is known that S-boxes with this property only exist when \( m \leq n/2 \) [23]. When \( m = n \), those \( F \), that achieve the minimum possible value for \( \Lambda(F) \) are called maximally nonlinear, and these functions have the maximum resistance against linear cryptanalysis. For odd \( n \), this value is known to be \( 2^{(n+1)/2} \) [3]. For even \( n \), it is possible to obtain an \((n, n)\) S-box with \( \Lambda(F) = 2^{n/2+1} \) though it is still an open problem whether this value is the minimum possible. The minimal known value of \( \Lambda(F) \) of balanced \((n, n)\) S-boxes (permutations on \( \mathbb{F}_2^n \)) is \( 2^{(n^2)/2+1} \). A list of known power permutations on \( \mathbb{F}_n \) with best known nonlinearity can be found in [2]. The algebraic degree of a power permutation \( F : x \mapsto x^d \) on \( \mathbb{F}_2^n \) can be calculated by \( \deg(F) = \deg([d]) \) [22], where \([d] \) denotes the binary representation of \( d \). For instance, \( \deg(F) = n - 1 \) if \( F \) is an inverse permutation on \( \mathbb{F}_2^m \) with \( d = 2^n - 2 \).

**Remark 1:** Note that any \((n, m)\) S-box \( F \) can be obtained by removing \( n-m \) coordinate functions of an \((n, n)\) S-box \( F \). There exists a balanced \((n, m)\) S-box with \( \Lambda(F) = 2^{(n^2)/2+1} \) and \( \deg(F) \geq \deg(F) \), where \( m \leq n < 2m \).

### III. HOW TO CONSTRUCT A LARGE SET OF \([u, m, t+1]\) DISJOINT LINEAR CODES

In this section we give a theoretical framework for finding large sets of disjoint linear codes. These results, apart from their potential significance in coding theory, are frequently used in subsequent sections as a basis for the construction methods described there.

**Definition 6 ([12]):** A set of \([u, m]\) linear codes \( \mathcal{C} = \{C_1, C_2, \ldots, C_N\} \) such that

\[
C_i \cap C_j = \{0\}, \quad 1 \leq i < j \leq N \tag{11}
\]

is called a set of \([u, m]\) disjoint linear codes. Let \( d_i \) be the minimum weight of the nonzero code vectors in \( C_i \), \( 0 \leq i \leq N \). \( \mathcal{C} = \{C_1, C_2, \ldots, C_N\} \) is also called a set of \([u, m, d]\) disjoint linear codes, where \( d = \min \{d_1, d_2, \ldots, d_d\} \). We use \( M(u, m, d) \) to denote the currently known maximal cardinality of a set of \([u, m, d]\) disjoint linear codes.

In what follows, a method of constructing \([u, m]\) disjoint linear codes with large cardinality is described.

**Lemma 1:** Let \( u \geq 4, m \geq 2 \) be two integers with \( u \geq 2m \). Let \( \gamma \) be a primitive element in \( \mathbb{F}_{2^{u-m-1}} \), and \( \{1, \gamma, \ldots, \gamma^{u-m-1}\} \) be a polynomial basis of \( \mathbb{F}_{2^{u-m}} \). Define a bijection \( \pi : \mathbb{F}_{2^{u-m}} \mapsto \mathbb{F}_{2^{u-m}} \) by

\[
\pi(b_0 + b_1 \gamma + \cdots + b_{u-m-1} \gamma^{u-m-1}) = (b_0, b_1, \ldots, b_{u-m-1}).
\]

Let

\[
G_i = \begin{pmatrix}
100 \cdots 00 & \pi(\gamma^{i'}) \\
010 \cdots 00 & \pi(\gamma^{i'+1}) \\
\vdots & \vdots \\
000 \cdots 01 & \pi(\gamma^{i+m-1})
\end{pmatrix}_{m \times u}
\tag{12}
\]

be the generator matrix of a \([u, m]\) linear code \( C_i \), for \( i = 0, 1, \ldots, 2^{u-m} - 2 \). Then, \( \{C_0, C_1, \ldots, C_{2^{u-m} - 2}\} \) is a set of \([u, m]\) disjoint linear codes.

**Proof:** For any \( 0 \leq i < j \leq 2^{u-m} - 2 \), suppose that there exist two vectors \( \mu, \nu \in \mathbb{F}_2^{u-m} \) such that \( \mu \cdot G_i = \nu \cdot G_j \), then we always have \( \mu = \nu = 0 \), i.e., \( C_i \cap C_j = \{0\} \). This concludes the proof.

**Theorem 1:** A set of \([u, m, 1]\) disjoint linear codes with cardinality

\[
M(u, m, 1) = \sum_{j=1}^{s} 2^{u-jm} + 1 \tag{13}
\]

can be constructed, where \( s = \lfloor \frac{u}{m} \rfloor - 1 \).

**Proof:** Let \( I_m \) be an \( m \times m \) identity matrix and \( \mathbf{0}_{m \times 1} \) be an \( m \times 1 \) zero matrix. For \( j = 1, \ldots, s \), let \( \gamma_j \) be a primitive element in \( \mathbb{F}_{2^{u-jm}} \), and \( \{1, \gamma_1, \gamma_2, \ldots, \gamma_{u-jm-1}\} \) be a polynomial basis of \( \mathbb{F}_{2^{u-jm}} \). Define a bijection \( \pi_j : \mathbb{F}_{2^{u-jm}} \mapsto \mathbb{F}_{2^{u-jm}} \) by

\[
\pi_j(b_0 + b_1 \gamma + \cdots + b_{u-jm-1} \gamma^{u-jm-1}) = (b_0, b_1, \ldots, b_{u-jm-1}).
\]

Let \( h_j = 2^{u-jm} \). For \( i = 0, \ldots, h_j - 2 \), let \( G_i^{(j)} = \left( \mathbf{0}_{m \times (j-1)m} I_m R_i^{m \times (u-jm)} \right) \) be the generator matrix of the code \( C_i^{(j)} \), where

\[
R_i^{m \times (u-jm)} = \begin{pmatrix}
\pi_j(\gamma_j^i) \\
\pi_j(\gamma_j^{i+1}) \\
\vdots \\
\pi_j(\gamma_j^{i+m-1})
\end{pmatrix}_{m \times (u-jm)} \tag{14}
\]

From Lemma 1, \( S_j = \{C_i^{(j)} \mid i = 0, 1, \ldots, h_j - 2\} \) is a set of \([u, m]\) disjoint linear codes. For \( j = 1, \ldots, s \), let \( G^{(j)} = \left( \mathbf{0}_{m \times (j-1)m} I_m \mathbf{0}_{m \times (u-jm)} \right) \) be the generator matrix of the code \( C^{(j)} \). Let \( G' = \left( \mathbf{0}_{m \times sm} R_i^{m \times (u-sm)} \right) \) be the generator matrix of the code \( C' \). It is obvious that \( S_1 \cup S_2 \cup \cdots \cup S_s \cup \{C^{(1)}\} \cup \{C^{(2)}\} \cup \cdots \cup \{C^{(s)}\} \cup \{C'\} \) is a set of \([u, m]\) disjoint linear codes. By simple counting,

\[
M(u, m, 1) = \sum_{j=1}^{s} (2^{u-jm} - 1) + s + 1 = \sum_{j=1}^{s} 2^{u-jm} + 1,
\]

which gives the result.

**Corollary 1:** There exists a set of \([u, m, 2]\) disjoint linear codes of cardinality

\[
M(u, m, 2) = \left\{ \sum_{j=1}^{s} \left( 2^{u-jm} - 1 \right), \quad \text{if } m \mid u \right\} + \left( \sum_{j=1}^{s} \left( 2^{u-jm} - 1 \right), \quad \text{if } m \nmid u \right\}, \tag{15}
\]

where \( s = \lfloor \frac{u}{m} \rfloor - 1 \).
Proof: Note that none of the codes $C^{(j)}$, with the generator matrix $G^{(j)} = (0_{m \times (j-1)m} I_m \ 0_{m \times (u-j)m})$, is of minimum distance $2$. Thus, for each $j = 1, \ldots , s$, one such code is subtracted from $M(u, m)$ and the result follows.

Corollary 2: There exists a set of $[u, m, 3]$ disjoint linear codes of cardinality

$$M(u, m, 3) = \sum_{j=1}^{s} (2^{u-jm} + jm) - s(u + m) + \epsilon$$  
(16)

where $s = \lfloor \frac{u}{m} \rfloor - 1$ and

$$\epsilon = \begin{cases} 1, & \text{if there exists an } [u - sm, m, \geq 3] \text{ code} \\ 0, & \text{otherwise} \end{cases}$$  
(17)

Proof: In this case, we have to exclude the codes of minimum distance $d < 3$. Clearly, we have to exclude all the codes with the generator matrix $G^{(j)} = (0_{m \times (j-1)m} I_m \ 0_{m \times (u-j)m})$, for $j = 1, \ldots , s$, and the code $C^{(j)}$ defined in the proof of Theorem 1. In addition, not all the codes given by $G^{(j)} = (0_{m \times (j-1)m} I_m \ R_{m \times (u-j)m})$ have the minimum distance $> 2$. Indeed, some of the rows $\pi(\gamma^i)$ of the matrix $R_{m \times (u-jm)}$ will have Hamming weight equal to one, for all $i = 0, \ldots , u - jm - 1$. Furthermore, even the matrices $R_{m \times (u-jm)}^{2u-jm-2}$, that is, $(m - 1)$ matrices $R_{m \times (u-jm)}$, for $i = 2u-jm - m, \ldots , 2u-jm - 2$, will have at least one codeword of weight one. Therefore,

$$M(u, m, 3)$$

which gives the result after a simple rearranging.

Example 1: In [4], the number of $[u, m, t+1]$ disjoint linear codes, in the case $u = mh$, was given by $M(u, m, t+1) = \sum_{i=t+1}^{\lfloor \frac{u}{m} \rfloor} (\binom{u}{i})(2m-1)^{i-1}$. For $u = 6, m = 2, t = 2$, this number equals to $M(6, 2, 3) = 9$. On the other hand, by Corollary 2, this number is calculated as $\sum_{j=1}^{s} (2^{u-jm} - u) + m \sum_{j=1}^{s} (j - 1)$, which yields $M(6, 2, 3) = 10$, for $s = \lfloor \frac{u}{m} \rfloor - 1 = 2$.

There are many more examples for which our method compares favourably (actually in much larger extent than indicated in Example 1) to the methods in [4] and [21]. Furthermore, there is no restriction on the divisibility of the code parameters, which appears to be the case for the methods employing projective and/or algebraic geometry. A detailed list of the number of disjoint linear codes achieved by our method is given in the Appendix in Table IV. The codes of larger minimum distance than 3 were found by computer search using the ideas presented in Theorem 1.

Note that the nonlinearity of an $(n, m, t)$ S-box proposed in [12] is closely related to the cardinality of the set of $[u, m, t+1]$ disjoint linear codes. Therefore, as the number of disjoint linear codes using our approach is in most of the cases larger than previously known (at least of the same cardinality), the nonlinearity of resilient S-boxes can be significantly improved compared to known construction methods. In the next section, we propose a method for constructing strictly almost optimal resilient S-boxes by using two sets of disjoint codes of different length.

IV. CONSTRUCTION OF STRICTLY ALMOST OPTIMAL $(n, m, t)$ FUNCTIONS USING TWO SETS OF DISJOINT LINEAR CODES OF DIFFERENT LENGTH

The construction of $(n, m, t)$ functions by using all the nonzero codewords of a $[u, m, t+1]$ linear code is due to the following technical result. Thereinafter, for conciseness, we use a shorthand notation $N(u)$ instead of $M(u, m, t+1)$.

Lemma 2 ([12]): Let $\theta_0, \ldots , \theta_{m-1}$ be a basis of $[u, m, t+1]$ linear code $C$. Let $\beta$ be a primitive element in $\mathbb{F}_{2^m}$, and let $(1, \beta, \ldots , \beta^{m-1})$ be a polynomial basis of $\mathbb{F}_{2^m}$. Define a bijection $\phi : \mathbb{F}_{2^m} \rightarrow C$ by

$$\phi(b_0 + b_1 \beta + \cdots + b_{m-1} \beta^{m-1}) = b_0 \theta_0 + \cdots + b_{m-1} \theta_{m-1}.$$  
(18)

Consider the matrix $A$, whose entries are codewords (each column containing all the codewords of $C$), defined by,

$$A = \begin{pmatrix} 
\phi(1) & \phi(\beta) & \cdots & \phi(\beta^{m-1}) \\
\phi(\beta) & \phi(\beta^2) & \cdots & \phi(\beta^m) \\
\vdots & \vdots & \ddots & \vdots \\
\phi(\beta^{m-2}) & \phi(1) & \cdots & \phi(\beta^2) 
\end{pmatrix}.$$  
(19)

Then, for any nonzero linear combination of columns of the matrix $A$, each nonzero codeword of $C$ appears exactly once as an element of the resultant column.

Thus, provided the existence of sufficiently many $[u, m, t+1]$ disjoint linear codes, say $N$ disjoint linear codes, such that $N \cdot (2^m - 1) \geq 2^n - u$, an $(n, m, t)$ function $F$ with nonlinearity $N_F = 2^{n-1} - 2^u - u$ could be constructed. For convenience of the reader, we illustrate this technique by a small example.

Example 2: We use two disjoint $[4, 2, 2]$ linear codes, say $C_1$ and $C_2$, to construct $F : \mathbb{F}_2^6 \rightarrow \mathbb{F}_2^2$. Let the generator matrices of $C_1, C_2$ be given by,

$$G_1 = \begin{pmatrix} 
1 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 
\end{pmatrix}, 
G_2 = \begin{pmatrix} 
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 
\end{pmatrix}.$$  

In this case, we have $u = 4, m = 2$, and $t = 1$. The main idea of using the codewords of disjoint linear codes is to associate the codewords to linear functions through the inner product so that for $c \cdot X_u \in \mathbb{F}_2^u$ we have $c \cdot X_u = c_1 x_1 + \cdots + c_u x_u$. To construct $F = (f_1, f_2)$, where $F : \mathbb{F}_2^6 \rightarrow \mathbb{F}_2^2$, the functions $f_1$ and $f_2$ are viewed as the concatenation of four linear functions on $\mathbb{F}_2^2$. Let us define the matrix $\tilde{A}$, where $\tilde{A}_{i,j} \in \mathbb{F}_2^2$ for $i = 0, \ldots , 3, j = 0, 1$, as follows,

$$\tilde{A} = \begin{pmatrix} 
(1, 0, 0, 1) & (1, 1, 0, 0) & (0, 1, 0, 1) & (0, 1, 1, 0) \\
(1, 1, 0, 0) & (1, 0, 1, 0) & (1, 0, 0, 1) & (1, 0, 0, 1) \\
(0, 1, 0, 1) & (1, 0, 1, 0) & (0, 1, 1, 0) & (0, 1, 1, 0) \\
(0, 1, 1, 1) & (0, 1, 0, 0) & (0, 1, 1, 0) & (0, 1, 1, 0) 
\end{pmatrix}.$$  

Then, denoting $\tilde{A}_{i,j}(X_4) = \tilde{A}_{i,j} \cdot X_4$, where $X_4 = (x_1, \ldots , x_4)$, the functions $f_j$ can be specified as,

$$f_j(X_4, Y_2) = (y_1 \oplus 1)(y_2 \oplus 1)\tilde{A}_{i,j}(X_4) \oplus y_1(y_2 \oplus 1)\tilde{A}_{i,j}(X_4) \oplus (y_1 \oplus 1)y_2\tilde{A}_{i,j}(X_4) \oplus y_1y_2\tilde{A}_{i,j}(X_4).$$
In terms of concatenation, the functions $f_j$ can be represented as,

$$f_j(X_4, Y_2) = A_{0,j}(X_4) || A_{1,j}(X_4) || A_{2,j}(X_4) || A_{3,j}(X_4),$$

which means that for any fixed $Y_2 \in \mathbb{F}_2^n$ the function $f_j(X_4, Y_2)$ is a linear function in $x_1, \ldots, x_4$ given as $A_{\vec{v}_2,j}(x)$, where $\vec{v}_2$ denotes the decimal representation of $Y_2 \in \mathbb{F}_2^n$. For instance, if $Y_2 = (0, 0)$ then

$$f_0(x_4, 0, 0) = A_{0,0,0} \cdot (x_1, \ldots, x_4) = x_1 + x_4.$$

Notice that the first three rows of $\hat{A}$ correspond to $A$ in Lemma 2 constructed using $C_1$, whereas the fourth row uses the codewords of $C_2$ and is obtained from $A$ (corresponding to $C_2$) by deleting the last two rows. The resulting column of $\hat{A}$, obtained by summing the columns of $\hat{A}$, also contains distinct vectors of $\mathbb{F}_2^n$ due to Lemma 2. Thus, $F : \mathbb{F}_2^n \mapsto \mathbb{F}_2^n$ represents a $(6,2)$ 1-resilient S-box, and $N_F = 2^n - 2^{n/2} = 24$.

Since we only consider $n$ even and our primary goal is the construction of strictly almost optimal functions with nonlinearity $> 2^{n-1} - 2^{n/2}$, we are forced to use disjoint linear codes of different length. Indeed, if all the disjoint linear codes would be of the same length then $[u, m, t + 1]$ disjoint linear codes for $u > n/2$ would only give the nonlinearity $\leq 2^{n-1} - 2^{n/2}$ (in the best case for $u = n/2 + 1$ we would get $N_F = 2^{n-1} - 2^{n/2}$). This is easily verified by noting that for $u = n/2 + 1$, there will be at least one linear function in $B_u$ that completely matches to some linear subfunction in $u$ variables. This would imply that the Walsh coefficients, corresponding to these linear functions, are of magnitude $2^u$, and consequently $N_F = 2^{n-1} - 2^{n/2}$, see e.g. [12] for further details. On the other hand, in the extreme case when $u = n/2$, there does not exist sufficiently many vectors of weight $\geq t + 1$ in $\mathbb{F}_2^{n/2}$ so that $F : \mathbb{F}_2^{n/2} \mapsto \mathbb{F}_2^{n/2}$ can be constructed. This is justified by noticing that we need to specify $2^{n/2}$ distinct linear functions of weight at least $t + 1$ (resilient linear function), and there are only $\sum_{i=n/2}^{n/2} {n/2 \choose i} < 2^{n/2}$ distinct $t$-resilient linear functions on $\mathbb{F}_2^{n/2}$ available.

Hence, to construct an $(n, m, t)$ function $F$, with strictly almost optimal nonlinearity, the following inquality must be satisfied with $k < n/2$:

$$N(n/2) \cdot (2^{n/2} - 1) \cdot 2^{n/2} + N(k) \cdot (2^{m-1} - 1) \cdot 2^k \geq 2^n. \quad (20)$$

Indeed, since the truth table of $F$ is of length $2^n$ and any codeword of length $n/2$, respectively $k$, specifies one linear function in $n/2$ and $k$ variables, respectively, the above condition ensures there are sufficiently many codewords to be used in the concatenation. Notice that our construction may be viewed as a concatenation of linear functions in $k$ variables with repetition, since any linear function in $n/2 > k$ variables can be represented as a concatenation of $2^{n/2-k}$ suitable linear functions in $k$ variables. Furthermore, assuming that all the codewords of length $n/2$ are used, to satisfy the above condition with equality we may only use a portion of these $N(k)$ disjoint linear codes of length $k$. Let this number of disjoint linear codes of length $k$, needed in the construction to satisfy the above condition with equality, be denoted by $N(k)^*$, where obviously $N(k)^* \leq N(k)$. Then, it might be the case that we only need some $\lambda$ rows (cf. Example 2), where $0 < \lambda \leq 2^{m-1} - 1$, of the function matrix $A$ associated to the last code used $C_{N(k)^*}$ to satisfy,

$$N(n/2) \cdot (2^{m-1} - 1) \cdot 2^{n/2} + (N(k)^* - 1) \cdot (2^{m-1} - 1) \cdot 2^k + \lambda \cdot 2^k = 2^n. \quad (21)$$

Actually, the parameter $\lambda$ will play an important role in the estimate of the algebraic degree through the following result.

**Lemma 3:** Let $0 < \lambda \leq 2^{m-1} - 1$ be defined by (21) for positive integers $N(n/2), N(k)^*, m, k > 1$. Then, $\lambda \neq 2^{m-1} - 1$.

**Proof:** Assume, on the contrary, that $\lambda = 2^{m-1} - 1$. Then, the equation (21) can be rewritten as,

$$(2^{m-1}|N(n/2)\cdot 2^{n/2} + (N(k)^*-1)\cdot 2^k + k) = (2^{m-1})s = 2^n,$$

This is obviously not possible, thus $\lambda \neq 2^{m-1} - 1$.

In other words, if two sets of disjoint linear codes of different length are used in the construction the function matrix $A$ associated to the last code $C_{N(k)^*}$ used will always be shortened through deletion of some rows.

The construction idea presented in Example 2, based on the use of two disjoint linear codes, can easily be extended to involve as many as possible disjoint $[n/2, m, \geq t + 1]$ linear codes along with the usage of disjoint linear codes of shorter length $k$ so that (20) is satisfied. Of course, in terms of nonlinearity, it would be desirable to use the least possible $k$ provided the existence of sufficiently many disjoint $[k, m, \geq t + 1]$ linear codes so that $F : \mathbb{F}_2^n \mapsto \mathbb{F}_2^{n/2}$ can be constructed. The possibility of finding sufficiently many disjoint linear codes of length $n/2$, respectively $k$, is directly related to the parameters $E_0$ and $E_1$, respectively, introduced in the construction below.

**Construction 1:** Let $n \geq 12$ be even and $m, t < [n/4]$ be positive integers. Let $\mathcal{C} = \{C_1, \ldots, C_{N(n/2)}\}$ be a set of $[n/2, m, t+1]$ disjoint linear codes of cardinality $N(n/2)$, and associate to each code a mapping $\rho_i : \mathbb{F}_2^{m} \mapsto C_i, 1 \leq i \leq N(n/2)$, such that

$$b_0 + b_1 \alpha + \cdots + b_{m-1} \alpha^{m-1} \rho_i b_0^{(i)} + \cdots + b_{m-1}^{(i)}^{(i)}, \quad (22)$$

where $\alpha$ is primitive in $\mathbb{F}_2^{m}$, and $\theta^{(i)}_1, \ldots, \theta^{(i)}_m$ is a basis of $C_i$. Define the matrix $A_i$ by

$$A_i = \begin{pmatrix}
\rho_1(1) & \rho_1(\alpha) & \cdots & \rho_1(\alpha^{m-1}) \\
\rho_0(\alpha) & \rho_0(\alpha^2) & \cdots & \rho_0(\alpha^{m-1}) \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{m-1}(\alpha) & \rho_{m-1}(\alpha^2) & \cdots & \rho_{m-1}(\alpha^{m-1})
\end{pmatrix}. \quad (23)$$

Let $E_0 = \{e_1, e_2, \ldots, e_\kappa\}$ be any subset of $\mathbb{F}_2^{n/2} \setminus \{0\}$ with cardinality $\kappa = |E_0| = N(n/2) \cdot (2^{m-1} - 1)$. Define $T_0 = C_1 \cup C_2 \cup \cdots \cup C_{N(n/2)}$. For $1 \leq i \leq m$, let $\psi_i$ be a bijective mapping from $E_0$ to $T_0 \setminus \{0\}$ such that

$$\begin{pmatrix}
\psi_1(e_1) & \psi_2(e_1) & \cdots & \psi_m(e_1) \\
\psi_1(e_2) & \psi_2(e_2) & \cdots & \psi_m(e_2) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_1(e_\kappa) & \psi_2(e_\kappa) & \cdots & \psi_m(e_\kappa)
\end{pmatrix} = \begin{pmatrix}
A_1 \\
A_2 \\
\vdots \\
A_{N(n/2)}
\end{pmatrix}. \quad (24)$$
Let \( \mathcal{C}' = \{ C_1', \ldots, C_{N(k)}' \} \) be a set of \( [k, m, t + 1] \) disjoint linear codes with cardinality \( N(k) \), and \( k \) be the minimum integer in the range \( [2m, n/2 - 1] \) such that the inequality (20) is satisfied, which is a necessary condition for our construction. Denote also by \( N(k) \leq N(k) \) the portion of these codes satisfying (20) with equality, i.e., satisfying (21).

Let \( \Theta_j : \mathbb{F}_{2^m} \mapsto C_j', 1 \leq j \leq N(k) \), be defined by
\[
b_0 + b_1 \beta + \cdots + b_m - 1 \beta^{m-1} \mapsto \Theta_j b_0 \eta_j^{(j)} + \cdots + b_m - 1 \eta_j^{(j)}
\]
where \( \beta \) is primitive in \( \mathbb{F}_{2^m} \), and \( \eta_j^{(j)} \), \( \ldots, \eta_j^{(j)} \) is a basis of \( C_j' \). Define the matrix \( B_j \) by
\[
B_j = \begin{pmatrix}
\Theta_j(1) & \Theta_j(\beta) & \cdots & \Theta_j(\beta^{m-1}) \\
\Theta_j(\beta) & \Theta_j(\beta^2) & \cdots & \Theta_j(\beta^m) \\
\vdots & \vdots & \ddots & \vdots \\
\Theta_j(\beta^{m-2}) & \Theta_j(1) & \cdots & \Theta_j(\beta^m)
\end{pmatrix}
\] (26)

Let \( E_0 = \mathbb{F}_{2^n}^2 \setminus E_0 \) and \( E_1 = E_0 \times \mathbb{F}_{2^m}^{n/2-k} = \{ (\epsilon_1, \epsilon_2, \cdots, \epsilon_5) \} \) with \( \delta = 2^n/2 - k \cdot (2^n/2 - N(n/2) \cdot (2m - 1)) \). Define
\[
T_1 = C_1' \cup C_2' \cup \cdots \cup C_{N(k)}'
\]
For \( 1 \leq i \leq m \), let \( \varphi_i \) be an injective mapping from \( E_1 \) to \( T_1 \) such that
\[
\begin{pmatrix}
\varphi_1(\epsilon_1) & \varphi_2(\epsilon_1) & \cdots & \varphi_m(\epsilon_1) \\
\varphi_1(\epsilon_2) & \varphi_2(\epsilon_2) & \cdots & \varphi_m(\epsilon_2) \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_1(\epsilon_5) & \varphi_2(\epsilon_5) & \cdots & \varphi_m(\epsilon_5)
\end{pmatrix} = \begin{pmatrix}
B_1 \\
B_2 \\
\vdots \\
B_{N(k)}'
\end{pmatrix}_\delta \times m
\]
(27)
where
\[
\begin{pmatrix}
B_1 \\
B_2 \\
\vdots \\
B_{N(k)}'
\end{pmatrix}_\delta \times m
\]
denotes that only \( \lambda \neq 2^m - 1 \) rows of \( B_{N(k)}' \) are used for the adjustment, so that the overall matrix is of size \( \delta \times m \).

Let \( X_n = (X_{n/2}', X_{n/2}'') = (X_{n-k}', X_k') \in \mathbb{F}_{2^n}^2 \), where \( X_{n/2}', X_{n/2}'' \in \mathbb{F}_{2^m}^{n/2-k} \), \( X_{n-k}' \in \mathbb{F}_{2^m}^{n/2-k} \), and \( X_k' \in \mathbb{F}_{2^m}^{k} \). The function \( F : \mathbb{F}_{2^n}^2 \mapsto \mathbb{F}_{2^n}^2 \) is then defined as,
\[
F(X_n) = (f_1(X_n), f_2(X_n), \ldots, f_m(X_n)),
\]
where for \( i = 1, 2, \ldots, m \),
\[
f_i(X_n) = \begin{cases}
\psi_i(X_{n/2}') \cdot X_{n/2}' & \text{if } X_{n/2}' \in E_0 \\
\psi_i(X_{n-k}') \cdot X_k' & \text{if } X_{n-k}' \in E_1
\end{cases}
\] (28)

**Theorem 2:** Let \( F : \mathbb{F}_{2^n}^2 \mapsto \mathbb{F}_{2^n}^2 \) be as in Construction 1. Then \( F \) is a \( t \)-resilient \((n, m)\) S-box with strictly almost optimal nonlinearity
\[
N_F = 2^{2m-1} - 2^{n/2-1} - 2^{k-1}.
\] (29)

**Proof:** For any \( 0 \neq c = (c_1, \ldots, c_m) \in \mathbb{F}_{2^n}^m \), let \( \psi_c = c_1 \psi_1 + \cdots + c_m \psi_m \). Note that for \( i = 1, \ldots, m \), \( \psi_i \) is an injective mapping, and \( C_{i_1} \cap C_{i_2} = \emptyset \) for \( 1 \leq i_1 < i_2 \leq m \).

By Lemma 1, it is not difficult to show that \( \psi_c \) is injective. Similarly, \( \varphi_c = c_1 \varphi_1 + \cdots + c_m \varphi_m \) is injective. Let \( \alpha = (\beta', \beta'') \in F_{2^m}^2 \), where \( \beta', \beta'' \in \mathbb{F}_{2^m}^{n/2} \), \( \gamma' \in \mathbb{F}_{2^{n-k}}^2 \) and \( \gamma'' \in \mathbb{F}_{2^k}^2 \). Then,
\[
W_{f_\alpha}(\alpha) = \sum_{X_n \in \mathbb{F}_{2^n}^2} (-1)^{f_\alpha(X_n) \cdot \alpha} \cdot X_n = U_0 + U_1,
\] (30)
where
\[
U_0 = \sum_{X_{n/2}' \in E_0} \sum_{X_{n/2}'' \in \mathbb{F}_{2^n}^{n/2-2}} (-1)^{\psi(X_{n/2}') \cdot X_{n/2}'' \cdot (\beta', \beta'')} \cdot (X_{n/2}' \cdot X_{n/2}'')
\]
and
\[
U_1 = \sum_{X_{n-k}' \in \mathbb{F}_{2^n}^k} \sum_{X_k' \in \mathbb{F}_{2^m}^k} (-1)^{\psi(X_{n-k}') \cdot X_k' \cdot (\beta', \beta'')} \cdot X_k'.
\]
When \( \psi_c^{-1}(\beta'') = \emptyset \), we have \( U_0 = 0 \); or otherwise \( U_0 = 2^n/2 \cdot (-1)^{\psi_c^{-1}(\beta'')} = \pm 2^n/2 \). Therefore, \( U_0 \in \{0, \pm 2^n/2\} \).

Similarly, \( U_1 \in \{0, \pm 2^k\} \). Hence,
\[
W_{f_\alpha}(\alpha) = 2^n - 2^n/2 - 2^{k-1}.
\]

**Example 3:** By Corollary 1, there exist 18 disjoint \([6, 2, \geq 2]\) linear codes, and 8 disjoint \([5, 2, \geq 2]\) linear codes. Since \( 2^m \cdot 18 \cdot (2^2 - 1) + 2^8 \cdot 8 \cdot (2^2 - 1) > 2^{12} \), it is possible to construct a \((12, 2, 1)\) resilient S-box with nonlinearity \( 2^{11} - 2^{5} = 2000 \), which is greater than 1984 \([12]\). Actually, the best known nonlinearity of a balanced Boolean function for \( n = 12 \) equals to 2010 \([10, 26]\). Note also that the nonlinearity of a bent function is \( 2^{11} - 2^{5} = 2016 \). However, if we drop the resiliency and consider a construction of a \((12, 2, 0)\) function the nonlinearity may further increase. In this case, for \( t = 0 \), we may use
\[
M(6, 2, 1) = \sum_{j=1}^{2} 2^{6-2j} + 1 = 21
\]
disjoint \([6, 2, \geq 1]\) linear codes (these can be found by our algorithm) such that only two disjoint \([4, 2, \geq 1]\) codes are needed in the construction. Indeed, \( 21 \cdot 3 \cdot 2^6 + 2 \cdot 3 \cdot 2^4 > 2^{12} \), and thus the nonlinearity is strictly almost optimal, and given by \( 2^{11} - 2^5 - 2^3 = 2008 \), which is the best nonlinearity of a balanced \((12, 2)\) S-box currently known.
any degradation in nonlinearity when compared to balanced Boolean functions. In Table I, a nonlinearity comparison, related to the design of \((36,8,t)\)-resilient S-boxes using different methods, is given. It is clear that our approach, in terms of nonlinearity, is superior to other methods.

### V. Improved Construction

In the previous construction, two disjoint sets of respective length \(n/2\) and \(k\) were used. However, in certain cases (especially for large \(m\)), there is a possibility that many disjoint sets of length strictly less than \(k\) may serve for the same purpose. Indeed, let again \(N(n/2)\) denote the cardinality of a set of \([n/2,m,t+1]\) disjoint linear codes, and let \(N(k_i)\) denote the cardinality of a set of \([k_i,m,t+1]\) disjoint linear codes. Then, it might be the case that \(2^{n/2} N(n/2)(2^{m} - 1) + \sum_i 2^{k_i} N(k_i)(2^{m} - 1) \geq 2^n\), where each \(k_i\) is less than \(k\) used in Construction 1. This case arises when \(n \gg m\), and consequently we may even get higher nonlinearities than those obtained by our original method. The possibility of finding sufficiently many disjoint linear codes of length less than \(k\) is related to the binary indicator \((a_{2m}, a_{2m+1}, \ldots, a_{n/2}) \in \mathbb{F}_2^{n/2-2m+1}\) defined in the construction below.

**Construction 2:** Let \(n \geq 12\) be even and \(m, \alpha < [n/4]\) be positive integers. For \(2m \leq u \leq n/2\), let \(C_u = \{C_{1}^{(u)}, \ldots, C_{N_u}^{(u)}\}\) be a set of \([u,m,t+1]\) disjoint linear codes with cardinality \(N_u\), and associate to each code a mapping \(\phi_u: \mathbb{F}_2^{n} \rightarrow C_{i}^{(u)}, 1 \leq i \leq N_u\), such that

\[
b_0 + b_1\alpha + \cdots + b_{m-1}\alpha^{m-1} \mapsto b_0\theta_0^{(i)} + \cdots + b_{m-1}\theta_{m-1}^{(i)},
\]

where \(\alpha\) is primitive in \(\mathbb{F}_{2^m}\), and \(\theta_0^{(i)}, \ldots, \theta_{m-1}^{(i)}\) is a basis of \(C_{1}^{(u)}\). Define the matrix \(A_u\) by,

\[
A_u^{(i)} = \begin{pmatrix}
\phi_0^{(i)}(1) & \phi_0^{(i)}(\alpha) & \cdots & \phi_0^{(i)}(\alpha^{m-1}) \\
\phi_1^{(i)}(1) & \phi_1^{(i)}(\alpha^2) & \cdots & \phi_1^{(i)}(\alpha^{m}) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{m-1}^{(i)}(1) & \phi_{m-1}^{(i)}(\alpha^{m-2}) & \cdots & \phi_{m-1}^{(i)}(\alpha^{m-2})
\end{pmatrix}.
\]

(32)

For \(2m \leq u \leq n/2\), let \(E'_u = E_u \times \mathbb{F}_2^u\), where \(E_u = \{e_1, e_2, \ldots, e_{N_u}\}\) is a subset of \(\mathbb{F}_2^{n/2-u}\). Let \((a_{2m}, a_{2m+1}, \ldots, a_{n/2}) \in \mathbb{F}_2^{n/2-2m+1}\) be a binary vector of the minimum integer value \(\sum_{j=0}^{2m-2m} a_{2m+j+2}\) where,

\[
a_u = \begin{cases} 
1 & \text{if } E_u \neq \emptyset \\
0 & \text{if } E_u = \emptyset 
\end{cases}
\]

such that the following conditions are satisfied:

- \(|E'_u| = \kappa(u) \leq N(u) \cdot (2^m - 1)\);
- \(\bigcup_{u=2m}^{n/2} E'_u = \mathbb{F}_2^2\);
- and \(E'_u \cap E'_u = \emptyset\), where \(2m \leq u_1 < u_2 \leq n/2\).

Define \(T_u = C_1 \cup C_2 \cup \cdots \cup C_{N_u}\). For \(1 \leq j \leq m\), let \(\psi_j\) be an injective mapping from \(E_u\) to \(T_u\) such that

\[
\begin{pmatrix}
\psi_1(e_1) & \cdots & \psi_m(e_1) \\
\psi_1(e_2) & \cdots & \psi_m(e_2) \\
\vdots & \ddots & \vdots \\
\psi_1(e_{\kappa(u)}) & \cdots & \psi_m(e_{\kappa(u)})
\end{pmatrix} = \begin{pmatrix}
A_{1}^{(u)} \\
A_{2}^{(u)} \\
\vdots \\
A_{N_u}^{(u)}
\end{pmatrix}_{\kappa(u) \times m}
\]

(33)

Let \(X_u = (X_{n-u}^u - X_{n-u}^u) \in \mathbb{F}_2^n\) where \(X_{n-u}^u \in \mathbb{F}_2^{n-u}\) and \(X_{n-u}^u \in \mathbb{F}_2^u\). An \((n,m)\) S-box, \(F : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^m\), is then defined as,

\[
F(X_u) = (f_1(X_u), f_2(X_u), \ldots, f_m(X_u)),
\]

where for \(j = 1, \ldots, m\)

\[
f_j(X_u) = \psi_j(X_{n-u}^u) \cdot X_{n-u}^u, X_{n-u}^u \in E_u, 2m \leq u \leq n/2.
\]

**Theorem 3:** Let \(F : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^m\) be as in Construction 2. Then \(F\) is a \(t\)-resilient S-box with

\[
N_F \geq 2^{n-1} - 2^{n/2-1} - \sum_{u=2m}^{n/2-1} a_u \cdot 2^{u-1}.
\]

(34)

In Table II, we see that Theorem 3 can improve upon the results of Theorem 2, and this is especially true for the large ratios of \(n\) and \(m\), as suggested previously.

### A. A construction of strictly almost optimal \((n,m,0)\) S-boxes

The purpose of this section is to demonstrate that balanced S-boxes with extremely good nonlinearity can be constructed by combining our approach with other methods. More precisely, disjoint linear codes can be interlinked with the ideas used in the construction of perfect nonlinear S-boxes by Nyberg in [23] along with the method, independently proposed by Dobbertin [10] and Seberry et al. [26], of constructing highly nonlinear balanced Boolean functions.

By Theorem 1, there exists a set of \([n,n/2,1]\) disjoint linear codes \(C = \{C_0, C_1, \ldots, C_{2n/2-1}, C_{2n/2}\}\) with cardinality \(2^n+1\), which essentially corresponds to the number of points in the projective plane \(PG(1,2^{n/2})\) (cf. [13] or any other textbook on projective geometry). Any point, being a linear subspace of dimension \(n/2\) of \(\mathbb{F}_2^n\), can be identified with an \([n,n/2,1]\) linear code but not necessarily to the particular codes from \(C\). We below describe the construction of partial spread (PS) family bent functions, introduced by Dillon [8], in terms of disjoint linear codes.

**Lemma 4:** Let \(f \in B_n\) with \(n = 2e\). Let \(C = \{C_0, C_1, \ldots, C_{2e}\}\) be a set of \([n,n/2,1]\) disjoint linear codes with \(\sum_{i=0}^{2e} C_i = \mathbb{F}_2^n\). Then \(f\) is a \(PS\)− (resp. \(PS\)+) bent function when it satisfies (i) (resp. (ii)):

(i) \(\text{supp}(f) = \bigcup_{i=0}^{2e-1} C_i^*, \text{ where } C_i^* = C_i \setminus \{0\}\),
(ii) \(\text{supp}(f) = \bigcup_{i=0}^{2e-1} C_i\).
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$\left( n, m, t \right)$ & $S$-boxes with improved nonlinearity & & \\
\hline
$\text{Construction 1}$ & $\text{Construction 2}$ & \\
\hline
0 & & \\
20 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
24 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
28 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
32 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
36 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
40 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
20 & 4 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
24 & 4 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
30 & 4 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
22 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
30 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
36 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
38 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
40 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
26 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
28 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
34 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
38 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
26 & 4 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
30 & 4 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
36 & 4 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
38 & 4 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
32 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
36 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
40 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
38 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
40 & 2 & $2^{19} - 2^{29}$ & $2^{19} - 2^{29}$ \\
\hline
\end{tabular}
\caption{(n, m, t) S-boxes with improved nonlinearity}
\end{table}

A method of constructing $(n, n/2)$ perfect nonlinear S-boxes, based on the use of PS class bent functions, was first proposed by Nyberg [23], and is redescribed below.

**Lemma 5:** Let $n$ be even, and let

$$\mathcal{C} = \{C_0, C_1, \ldots, C_{2^{n/2} - 1}, C_{2^{n/2}}\}$$

be a set of $[n, n/2, 1]$ disjoint linear codes of cardinality $2^{n/2 + 1}$. For $i = 1, \ldots, m$, with $2 \leq m \leq n/2$, let $h_i \in \mathcal{B}_{n/2}$ be such that $H = (h_1, \ldots, h_m)$ is a balanced $(n/2, m)$ S-box. Define the functions $f_i \in \mathcal{B}_n$, by

$$\text{supp}(f_i) = \bigcup_{[j] \in \text{supp}(h_i)} C_{j}^*,$$

where $C_{j}^* = C_{j} \setminus \{0\}$ and $[j]$ denote the binary representation of $j$. Then, the $(n, m)$ S-box, $F = (f_1, \ldots, f_m)$, is perfect nonlinear.

**Proof:** By Lemma 4, for $i = 1, \ldots, m$, $f_i$ is obviously a $PS^*$ type bent function. Since $H$ is a balanced $(n/2, m)$ S-box, then $h_c = c_1h_1 + \cdots + c_mh_m$ is a balanced Boolean function, i.e., $\#\text{supp}(h_c) = 2^{n/2 - 1}$, where $c = (c_1, \ldots, c_m) \in \mathbb{F}_2^m$. Let $f_c = f_1f_1 + \cdots + c_mf_m$ be a non-zero linear combination of $f_1, \ldots, f_m$. Notice that

$$\text{supp}(f_c) = \bigcup_{[j] \in \text{supp}(h_c)} C_{j}^*.$$

By Lemma 4, $f_c$ is also a $PS^*$ type bent function, and therefore $F = (f_1, \ldots, f_m)$ is perfect nonlinear.

**Example 4:** We consider the construction of a $(12, 6)$ perfect nonlinear S-box. Thanks to Theorem 1, a set of $[12, 6, 1]$ disjoint linear codes $\mathcal{C} = \{C_0, C_1, \ldots, C_{64}\}$ can be obtained. Let $y = (y_1, \ldots, y_9) \in \mathbb{F}_2^9$, and let $H = (y_1, \ldots, y_9)$ be the identity permutation on $\mathbb{F}_2^9$, that is, $h_i(y) = y_i$, $i = 1, \ldots, 6$. We construct a $(12, 6)$ S-box, $F = (f_1, \ldots, f_6)$, by defining $f_i \in \mathcal{B}_{6}$ as

$$\text{supp}(f_i) = \bigcup_{0 \leq [j] \leq 63, [j] \in \text{supp}(h_i)} C_{j}^*, \quad 1 \leq i \leq 6.$$
Then, using the constructed S-boxes, an \((n, m)\) S-box, \(F = (f_1, \ldots, f_m)\), is defined as,
\[
supp(f_i) = \bigcup_{s=0}^{r} \supp(f_{i}^{(s)}), \quad i = 1, \ldots, m, \tag{39}
\]
where \(\supp(f_{i}^{(s)}) = \{0\_s\} \times \supp(f_{i}^{(s)})\), and \(e = n - \frac{m}{2}\).

Remark 2: Note that the condition on \(n_0\) given by (38) implies that for \(m = n/2\) only a single step of the recursion is used. That is, in this case \(r = 1\) and it is sufficient to find a suitable highly nonlinear permutation on \(\mathbb{F}_2^n\) for the construction to work.

Theorem 4: Let \(F : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^m\) be as in Construction 3 with \(m \leq n_0 < 2m\). Then, \(F\) is an \((n, m, 0)\) S-box with strictly almost optimal nonlinearity
\[
N_F \geq 2^{n-1} - \sum_{s=1}^{r} 2^{2^s-1} - 2^{[\frac{m}{2}]} + 1, \tag{40}
\]
Proof: For any \(c = (c_1, \ldots, c_m) \in \mathbb{F}_2^m\), let \(f_c = \sum_{i=1}^{m} c_i f_i\). Since \(#\supp(f_c) = 2^{n-1}\), it follows that \(F\) is an \((n, m, 0)\) S-box. By noting that, for \(s = 0, \ldots, r-1\), \(f_{i}^{(s)}\) is a \(P\mathcal{S}^-\) bent function on \(\mathbb{F}_2^n\), we get \(W_{f_{i}^{(s)}}(\omega) = \pm 2^{\frac{n}{2}+r}\). Thus,
\[
\mathcal{L}(f_c) = \max_{\omega \in \mathbb{F}_2^n} |W_{f_{c}}(\omega)| \leq \sum_{s=1}^{r} 2^{2^s} + \mathcal{L}(f_{c}^{(r)}),
\]
where
\[
W_{f_{c}}(\omega) = \sum_{x \in \mathbb{F}_2^n} (-1)^{f_c(x)+\omega x} = \sum_{s=0}^{r} W_{f_{c}^{(s)}}(\omega).
\]
By Remark 1, \(\Lambda(F_r) \leq 2^{[\frac{m}{2}]} + 1\). We have
\[
\Lambda(F) \leq \sum_{s=1}^{r} 2^{2^s} + \Lambda(F_r) \leq \sum_{s=1}^{r} 2^{2^s} + 2^{[\frac{m}{2}]} + 1.
\]
Using (4) for computing \(N_F\), the assertion is proved. \hfill \blacksquare

In Example 3, we discussed a construction of a \((12, 2, 0)\) S-box with nonlinearity \(N_F = 2008\). To illustrate the improvements gained by the above approach, we notice that this method gives a \((12, 3, 0)\) S-box with even higher nonlinearity, namely \(N_F = 2010\). Remark that along with nonlinearity the output space is also increased, hence there is no trade-off of the parameters.

Example 5: Let us consider the construction of a \((12, 3, 0)\) S-box with nonlinearity 2010 using the above approach. Note that in this case \(12 = 2^2 \cdot 3\), \(r = 2, n_0 = 3\). From Lemma 5, by using a set of \([12, 6, 1]\) disjoint linear codes \(C_0\) whose free code is \(E_0 = \{0\_6\} \times \mathbb{F}_2^6\), we can obtain a \((12, 3)\) perfect nonlinear S-box, \(F_0 = (f_1^{(0)}, f_2^{(0)}, f_3^{(0)})\). Similarly, by employing a set of \([6, 3, 1]\) disjoint linear codes \(C_1\), whose free code is \(E_1 = \{0\_3\} \times \mathbb{F}_2^3\), we can obtain a \((6, 3)\) perfect nonlinear S-box, \(F_1 = (f_1^{(1)}, f_2^{(1)}, f_3^{(1)})\). The next step is to build a permutation \(F_2\) over \(\mathbb{F}_2^3\), for instance given by,
\[
f_1^{(2)} = x_1 \oplus x_2 x_3, \\
f_2^{(2)} = x_2 \oplus x_1 x_3 \oplus x_2 x_3,
\]
so that \(F_2 = (f_1^{(2)}, f_2^{(2)}, f_3^{(2)})\). It is easily verified that \(\Lambda(F_2) = 4\). Finally, a \((12, 3, 0)\) S-box, \(F = (f_1, f_2, f_3)\), is constructed by defining the support of \(f_i\) as,
\[
supp(f_i) = supp(f_1^{(0)}) \cup supp(f_1^{(1)}) \cup supp(f_1^{(2)}), \quad i = 1, 2, 3.
\]
From the proof of Theorem 4, \(\Lambda(F) = 2^6 + 3^2 + 4 = 76\). Therefore, \(N_F = 2^{11} - \frac{1}{2} \cdot 76 = 2010\).

We now consider a particular case of our approach where only one step of the recursion is performed as remarked above. The reader should notice that the method proposed by Nyberg [23] is used in the construction of perfect nonlinear (unbalanced) \((n, n/2)\) S-boxes, as opposed to our approach where balanced \((n, n/2, 0)\) S-boxes are constructed.

Corollary 3: Let \(n \geq 6\) be even. Then, there exists a balanced function \(F : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^{n/2}\), that is, an \((n, n/2, 0)\) S-box with strictly almost optimal nonlinearity
\[
N_F = 2^{n-1} - 2^{n/2-1} - 2^{[n/4]}, \tag{41}
\]
Proof: Note that \(n \equiv 2 \mod 4\) implies that \(n/2\) is odd. We may take \(G(x) = x^3, x \in \mathbb{F}_2^{n/2}\), which is a maximally nonlinear permutation on \(\mathbb{F}_{n/2}\) i.e., \(\Lambda(G) = 2^{\frac{n}{2}}\). In this case \(r = 1\), so that \(F = G, 1\), and therefore the nonlinearity equals to \(N_F = 2^{n-1} - 2^{n/2-1} - 2^{(n/2)-4}\). Otherwise, if \(n \equiv 0 \mod 4\), then \(n/2\) is even and for instance we can take the inverse function \(G(x) = x^{-1}, x \in \mathbb{F}_2^{n/2}\), which is a permutation on \(\mathbb{F}_{n/2}\). Since in this case \(\Lambda(G) = 2^{n-1} + 1\), it follows that \(N_F = 2^{n-1} - 2^{n/2-1} - 2^{n/4}\). \hfill \blacksquare

Example 6: Let us consider the design of a \((10, 5, 0)\) S-box using the above approach. Since \(n \equiv 2 \mod 4\), and \(n/2 = 5\) is odd, there exist maximally nonlinear functions on \(\mathbb{F}_5^3\). Thus, let \(F_1(x) = G(x) = x^3\) again implying that a balanced \((10, 5, 0)\) S-box with nonlinearity 492 can be constructed. If we consider the construction of a \((12, 6, 0)\) S-box, using instead \(F_1(x) = G(x) = x^{-1}\) as a permutation on \(\mathbb{F}_{2^2}\), a balanced \((12, 6)\) S-box with nonlinearity 2008 can be designed. Note that \(N_G = 24\) in this case.

VI. ALGEBRAIC PROPERTIES OF OUR S-BOXES
To estimate the algebraic degree of the functions we need some easy technical results.

Lemma 6: Let \(A^*\) be a matrix of size \(\lambda \times m\) obtained from matrix \(A\) in Lemma 2 by deleting the last \(2^m - 1 - \lambda\) rows, where \(1 \leq \lambda < 2^m - 1\). That is,
\[
A^* = \begin{pmatrix}
\phi(1) & \phi(\beta) & \cdots & \phi(\beta^{m-1}) \\
\phi(\beta) & \phi(\beta^2) & \cdots & \phi(\beta^{m}) \\
\vdots & \vdots & \ddots & \vdots \\
\phi(\beta^{\lambda-1}) & \phi(\beta^\lambda) & \cdots & \phi(\beta^{\lambda+m-2})
\end{pmatrix}.
\tag{42}
\]
Then, for any nonzero linear combinations of the columns of \(A^*\), the sum of the elements in the resulting column is different from the all-zero vector.

Proof: Since \(\phi : \mathbb{F}_2^m \rightarrow C\) defined by
\[
\phi(a_0 + a_1 \beta + \cdots a_{m-1} \beta^{m-1}) = a_0 c_0 + a_1 c_1 + \cdots a_{m-1} c_{m-1},
\]
Then, the algebraic degree of functions constructed by means of either Construction 1 or Construction 2, which is clearly impossible.

We note that in Construction 1 we have used two sets of columns, so that in the ANF of the matrix, it is sufficient to consider linear combinations of the columns, where

$$
\begin{pmatrix}
1 & \beta & \ldots & \beta^{m-1} \\
\beta & \beta^2 & \ldots & \beta^m \\
\vdots & \vdots & & \vdots \\
\beta^{\lambda-1} & \beta^\lambda & \ldots & \beta^{\lambda+m-2}
\end{pmatrix},
$$

(43)

Any nonzero linear combination of columns can be written as

$$(d_0 + d_1 \beta + \cdots + d_{m-1} \beta^{m-1})\begin{pmatrix}
1 \\
\beta \\
\vdots \\
\beta^{\lambda-1}
\end{pmatrix},$$

for some $d_0, d_1, \ldots, d_{m-1} \in \mathbb{F}_2$. Since $d_0 + d_1 \beta + \cdots + d_{m-1} \beta^{m-1} \neq 0$, it remains to show that $\sum_{i=0}^{\lambda-1} \beta^i \neq 0$ for a primitive element $\beta \in \mathbb{F}_2^{2^m}$. But $\sum_{i=0}^{\lambda-1} \beta^{i} = \frac{1+\beta^{\lambda}}{1-\beta}$, so that $\sum_{i=0}^{\lambda-1} \beta^i \neq 0$, for $\lambda < 2^m - 1$. This completes the proof.

Theorem 5: Let $F : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^n$ be an $(n, m)$ S-box constructed by means of either Construction 1 or Construction 2. Then, the algebraic degree of $F$ can achieve $n - k' + 1$, where $k'$ is the minimal length of the codes used in the construction.

Proof: Let $f_b(Y_n) = \sum_{i=1}^m b_i f_i(Y_n)$, where not all $b_i \in \mathbb{F}_2$ are equal to zero. We only consider Construction 1, as the same reasoning applies to Construction 2. We have to show the existence of the term of degree $n - k + 1$ in the ANF of $f_b$, for $f_i$ defined by (28). $f_b$ can be viewed as a concatenation of linear functions corresponding to the codewords of $C$ and $C'$, of respective length $n/2$ and $k$. Using the notation of Construction 1, the ANF of $f_b$ is then,

$$f_b(Y_n) = \sum_{\sigma \in E_0}^{n/2} \prod_{i=1}^n (x_i \oplus \sigma_i \oplus 1)l^\sigma_b(X_n') + \sum_{\delta \in E_1}^{n-k} \prod_{i=1}^n (x_i \oplus \delta_i \oplus 1)l^\delta_b(X_n-k+1, \ldots, x_n),$$

where $l^\sigma_b(X_n')$ are linear resilient functions in $n/2$ variables obtained from the function matrix $A$, and similarly $l^\delta_b$ are $k$-variable linear functions obtained from $B$. It is enough to show that $\sum_{\delta \in E_1}^{n-k} \prod_{i=1}^n (x_i \oplus \delta_i \oplus 1)l^\delta_b(x_{n-k+1}, \ldots, x_n)$ contains a term of degree $n - k + 1$. By Lemma 6, $l^\delta_b(x_{n-k+1}, \ldots, x_n) = \sum_{\delta \in E_1} l^\delta_b(x_{n-k+1}, \ldots, x_n)$ is an isomorphism it is sufficient to consider linear combinations of the matrices,

$$
\begin{pmatrix}
1 & \beta & \ldots & \beta^{m-1} \\
\beta & \beta^2 & \ldots & \beta^m \\
\vdots & \vdots & & \vdots \\
\beta^{\lambda-1} & \beta^\lambda & \ldots & \beta^{\lambda+m-2}
\end{pmatrix},
$$

which is clearly impossible.

Remark 3: Let $F$ be a balanced $(n, m)$ S-box constructed by means of Construction 3. Then $deg(F) = n - m + deg(F_r)$. Obviously, $F$ reach Siegenthaler’s bound $n - 1$ if $deg(F_r) = n_0 - 1$.

In Table III, we list the most important parameters for some relatively small S-boxes constructed by our methods. The algebraic immunity is either optimal or slightly suboptimal, and the algebraic degree of these functions is in accordance with the result of Theorem 5 and Remark 3. The bold face entries denote the instances for which, to the best of our knowledge, the nonlinearity of our S-boxes is comparable to currently best known linearity values of balanced Boolean functions. Actually, the only construction of balanced Boolean functions that in certain cases compares favourably to the nonlinearity of our S-boxes is the method of Dobbertin [10] and Seberry et al. [26].

Theorem 6: [10, 26] For even $n$, $n \geq 4$ it is possible to construct a balanced Boolean function $f^*$ with nonlinearity

$$N_{f^*} \geq \begin{cases}
2^{2m-1} - \frac{1}{2}(2^{2n-1} + 2^{2m-2} + \cdots + 2^{2} + 2), \\
2^{2^n(2t+1)-1} - \frac{1}{2}(2^{2^n-1}(2t+1) + 2^{2^n-2}(2t+1) + \cdots + 2^{2}(2t+1)2^{2t+1} + 2^{2t+1}),
\end{cases}
$$

for $n = 2^m$.

For instance, the best known nonlinearity for $n = 12$ is currently 2010, and for $n = 14$ this value is 8120 [10].

<table>
<thead>
<tr>
<th>Method</th>
<th>$(n, m, t)$</th>
<th>$deg(F)$</th>
<th>$AI(F)$</th>
<th>$N_{f^*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construction 1</td>
<td>(10,2,0)</td>
<td>7</td>
<td>5</td>
<td>488</td>
</tr>
<tr>
<td>Construction 1</td>
<td>(12,2,0)</td>
<td>9</td>
<td>5</td>
<td>2008</td>
</tr>
<tr>
<td>Construction 1</td>
<td>(12,2,1)</td>
<td>8</td>
<td>5</td>
<td>2000</td>
</tr>
<tr>
<td>Construction 1</td>
<td>(14,3,1)</td>
<td>9</td>
<td>6</td>
<td>8096</td>
</tr>
<tr>
<td>Construction 3</td>
<td>(10,5,0)</td>
<td>8</td>
<td>5</td>
<td>492</td>
</tr>
<tr>
<td>Construction 3</td>
<td>(12,3,0)</td>
<td>11</td>
<td>6</td>
<td>2010</td>
</tr>
<tr>
<td>Construction 3</td>
<td>(12,6,0)</td>
<td>11</td>
<td>6</td>
<td>2008</td>
</tr>
<tr>
<td>Construction 3</td>
<td>(14,7,0)</td>
<td>11</td>
<td>7</td>
<td>8120</td>
</tr>
</tbody>
</table>
future work. The following problem is left for

to obtain strictly almost optimal resilient functions with a
constructed. Nevertheless, the nonlinearity of such an S-box
may decrease by the value $2^{t+1}$ when compared to the values
listed in Table V.

VII. CONCLUSIONS AND AN OPEN PROBLEM

In this paper, we have presented a construction method
to obtain strictly almost optimal resilient functions with a
nonlinearity higher than that attainable by any previously

**Conjecture 1:** Let $n \geq 12$ be even and $t \leq n/2 - 2$. If

$$F : \mathbb{F}^n_2 \rightarrow \mathbb{F}^m_2$$

is a strictly almost optimal $t$-resilient S-box, then $m + t < n/2$.
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APPENDIX
<table>
<thead>
<tr>
<th>( m )</th>
<th>( u \setminus d )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2 )</td>
<td>1</td>
<td>1029</td>
<td>2058</td>
<td>4116</td>
<td>8232</td>
<td>16464</td>
<td>32928</td>
<td>65856</td>
<td>131712</td>
<td>263424</td>
<td>526848</td>
<td>1053696</td>
<td>2107392</td>
<td>4214784</td>
</tr>
<tr>
<td>( 3 )</td>
<td>2</td>
<td>1057</td>
<td>2114</td>
<td>4228</td>
<td>8456</td>
<td>16912</td>
<td>33824</td>
<td>67648</td>
<td>135312</td>
<td>270624</td>
<td>541248</td>
<td>1082496</td>
<td>2164992</td>
<td>4329984</td>
</tr>
<tr>
<td>( 4 )</td>
<td>3</td>
<td>1085</td>
<td>2170</td>
<td>4340</td>
<td>8680</td>
<td>17360</td>
<td>34720</td>
<td>69440</td>
<td>138880</td>
<td>277760</td>
<td>555520</td>
<td>1111040</td>
<td>2222080</td>
<td>4444160</td>
</tr>
<tr>
<td>( 5 )</td>
<td>4</td>
<td>1113</td>
<td>2226</td>
<td>4452</td>
<td>8904</td>
<td>17808</td>
<td>35616</td>
<td>71232</td>
<td>142464</td>
<td>284928</td>
<td>569856</td>
<td>1139712</td>
<td>2279424</td>
<td>4558848</td>
</tr>
<tr>
<td>( 6 )</td>
<td>5</td>
<td>1141</td>
<td>2282</td>
<td>4624</td>
<td>9248</td>
<td>18496</td>
<td>36992</td>
<td>73984</td>
<td>147968</td>
<td>295936</td>
<td>591872</td>
<td>1183744</td>
<td>2367488</td>
<td>4734976</td>
</tr>
<tr>
<td>( 7 )</td>
<td>6</td>
<td>1169</td>
<td>2338</td>
<td>4800</td>
<td>9600</td>
<td>19200</td>
<td>38400</td>
<td>76800</td>
<td>153600</td>
<td>307200</td>
<td>614400</td>
<td>1228800</td>
<td>2457600</td>
<td>4915200</td>
</tr>
<tr>
<td>( 8 )</td>
<td>7</td>
<td>1197</td>
<td>2394</td>
<td>5000</td>
<td>10000</td>
<td>20000</td>
<td>40000</td>
<td>80000</td>
<td>160000</td>
<td>320000</td>
<td>640000</td>
<td>1280000</td>
<td>2560000</td>
<td>5120000</td>
</tr>
<tr>
<td>( 9 )</td>
<td>8</td>
<td>1225</td>
<td>2450</td>
<td>5200</td>
<td>10400</td>
<td>20800</td>
<td>41600</td>
<td>83200</td>
<td>166400</td>
<td>332800</td>
<td>665600</td>
<td>1331200</td>
<td>2662400</td>
<td>5324800</td>
</tr>
<tr>
<td>( 10 )</td>
<td>9</td>
<td>1253</td>
<td>2506</td>
<td>5400</td>
<td>10800</td>
<td>21600</td>
<td>43200</td>
<td>86400</td>
<td>172800</td>
<td>345600</td>
<td>691200</td>
<td>1382400</td>
<td>2764800</td>
<td>5529600</td>
</tr>
<tr>
<td>( 11 )</td>
<td>10</td>
<td>1281</td>
<td>2562</td>
<td>5600</td>
<td>11200</td>
<td>22400</td>
<td>44800</td>
<td>89600</td>
<td>179200</td>
<td>358400</td>
<td>716800</td>
<td>1433600</td>
<td>2867200</td>
<td>5734400</td>
</tr>
<tr>
<td>( 12 )</td>
<td>11</td>
<td>1309</td>
<td>2618</td>
<td>5800</td>
<td>11600</td>
<td>23200</td>
<td>46400</td>
<td>92800</td>
<td>185600</td>
<td>371200</td>
<td>742400</td>
<td>1484800</td>
<td>2969600</td>
<td>5939200</td>
</tr>
<tr>
<td>( 13 )</td>
<td>12</td>
<td>1337</td>
<td>2674</td>
<td>6000</td>
<td>12000</td>
<td>24000</td>
<td>48000</td>
<td>96000</td>
<td>192000</td>
<td>384000</td>
<td>768000</td>
<td>1536000</td>
<td>3072000</td>
<td>6144000</td>
</tr>
</tbody>
</table>

\( M(u, m, d) \) is the currently known maximal number of \([u, m, d]\) disjunct linear codes.
<table>
<thead>
<tr>
<th>m</th>
<th>n \ t</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2^{2^1} - 2^{2^5}</td>
<td>2^{2^1} - 2^{2^5}</td>
<td>2^{2^1} - 2^{2^5}</td>
<td>2^{2^1} - 2^{2^5}</td>
<td>2^{2^1} - 2^{2^5}</td>
<td>2^{2^1} - 2^{2^5}</td>
<td>2^{2^1} - 2^{2^5}</td>
</tr>
<tr>
<td>3</td>
<td>2^{2^2} - 2^{2^8}</td>
<td>2^{2^2} - 2^{2^8}</td>
<td>2^{2^2} - 2^{2^8}</td>
<td>2^{2^2} - 2^{2^8}</td>
<td>2^{2^2} - 2^{2^8}</td>
<td>2^{2^2} - 2^{2^8}</td>
<td>2^{2^2} - 2^{2^8}</td>
</tr>
<tr>
<td>4</td>
<td>2^{2^3} - 2^{2^{16}}</td>
<td>2^{2^3} - 2^{2^{16}}</td>
<td>2^{2^3} - 2^{2^{16}}</td>
<td>2^{2^3} - 2^{2^{16}}</td>
<td>2^{2^3} - 2^{2^{16}}</td>
<td>2^{2^3} - 2^{2^{16}}</td>
<td>2^{2^3} - 2^{2^{16}}</td>
</tr>
<tr>
<td>5</td>
<td>2^{2^4} - 2^{2^{64}}</td>
<td>2^{2^4} - 2^{2^{64}}</td>
<td>2^{2^4} - 2^{2^{64}}</td>
<td>2^{2^4} - 2^{2^{64}}</td>
<td>2^{2^4} - 2^{2^{64}}</td>
<td>2^{2^4} - 2^{2^{64}}</td>
<td>2^{2^4} - 2^{2^{64}}</td>
</tr>
<tr>
<td>6</td>
<td>2^{2^5} - 2^{2^{256}}</td>
<td>2^{2^5} - 2^{2^{256}}</td>
<td>2^{2^5} - 2^{2^{256}}</td>
<td>2^{2^5} - 2^{2^{256}}</td>
<td>2^{2^5} - 2^{2^{256}}</td>
<td>2^{2^5} - 2^{2^{256}}</td>
<td>2^{2^5} - 2^{2^{256}}</td>
</tr>
<tr>
<td>7</td>
<td>2^{2^6} - 2^{2^{1024}}</td>
<td>2^{2^6} - 2^{2^{1024}}</td>
<td>2^{2^6} - 2^{2^{1024}}</td>
<td>2^{2^6} - 2^{2^{1024}}</td>
<td>2^{2^6} - 2^{2^{1024}}</td>
<td>2^{2^6} - 2^{2^{1024}}</td>
<td>2^{2^6} - 2^{2^{1024}}</td>
</tr>
<tr>
<td>8</td>
<td>2^{2^7} - 2^{2^{4096}}</td>
<td>2^{2^7} - 2^{2^{4096}}</td>
<td>2^{2^7} - 2^{2^{4096}}</td>
<td>2^{2^7} - 2^{2^{4096}}</td>
<td>2^{2^7} - 2^{2^{4096}}</td>
<td>2^{2^7} - 2^{2^{4096}}</td>
<td>2^{2^7} - 2^{2^{4096}}</td>
</tr>
</tbody>
</table>

**TABLE V**

**ACHIEVED NONLINEARITY FOR (n, m, t) S-BOXES**